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The behaviour of silica in matt water-based lacquers

Summary

The use of paint is ubiquitous, and the drive to develop more efficient and environ-
mentally friendly products considerable. Here we examine the role of silica matting agent
in clear water-based lacquers. These products vastly reduce the emission of organic com-
pounds compared to traditional oil-based paints, but there are a number of problems to be
overcome. In the case of matt products, the desired loss of specular reflection is frequently
accompanied by poor transparency.

In order to address this optical behaviour, we consider the process of matting more
fundamentally by determining the silica structure in the dried film, and during the drying
process. We assume that there is no significant interaction between the polymer latex
that forms the binder, and the micron-sized silica particles. We suggest that, at a critical
concentration of silica, the air that lies between the silica particles in the dry powder
is ezactly replaced in the dried film by polymer. At this point we expect a percolating
silica structure to be formed, similar to that found in the dry silica powder. This has
implications for the surface properties, as we expect a considerable increase in surface
roughness at this critical concentration.

These predictions are upheld, with a continuous silica structure being found at the
concentration predicted, using confocal microscopy. Atomic force microscopy shows that
surface roughness also increases significantly at this point. In addition, environmental
scanning electron microscopy (ESEM) can image the surface of the lacquer during in-situ
film formation, where we see a gradual transition from the liquid suspension to a dry poly-
mer film. We find that for these clear lacquers, the matting is mainly dependent upon the
surface roughness, and that there is a unique relationship between surface roughness and
matting. We consider a variety of silicas, and correlate both microscopic and macroscopic
properties to the nature of the silica particles used. Softer, lighter silicas produce films
with more desirable properties. The silica behaviour is dominated by physical, rather than
chemical properties, the most important being bulk density.

This work also considers the radiation damage of hydrated samples in ESEM by the
electron beam. We simulate the radiation damage of a pure water sample by determining
the concentrations of free radical and other reactive species. The results are consistent
with experimental work relating higher radiation damage to a greater beam voltage and
a hydrated environment. Here, the dominant reactive species is found to be the hydroxyl
radical.
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Chapter 1

Introduction

This work intends to describe silica in matt water-based lacquers. We take a physical
approach to this problem, developing a structural model which describes the silica be-
haviour. First we explain the nature of matt water-based lacquers and their place in the
context of the paint industry. We then move on to outline our approach to study the matt

water-based lacquer system that forms the subject of this thesis.

Traditional paints are based on a polymer dissolved in an organic solvent, which evap-
orates leaving a polymer layer on the substrate [1]. The last 20 years have seen a shift
in the paint industry away from these traditional oil-based paints which involve the emis-
sion volatile organic compounds (VOC) in the form of the solvent, to low-emission, more
environmentally friendly products [2]. This has been driven by consumer pressures and

backed by legislation.

This change has brought about considerable technical innovation, and central to the
reduction in VOC emission are water-based lacquers. For the purposes of this work, we
regard the term lacquer as a synonym for paint [1]. Water-based products are largely
developed from polymer latices, whose synthesis is based on the technique of emulsion
polymerisation, originally developed in 1929 [3]. Unlike a conventional polymer solution,
where the chains are free to move throughout the liquid, a latex confines the polymeric
material to colloidal particles, which are then suspended in the continuous phase. By
separating the polymer and fluid phases, we can use water as the continuous medium.

This is a key development since we typically want to use hydrophobic, non water-soluble
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Chapter 1

polymers in lacquer applications.

Polymer latices can, under the right conditions, produce a continuous polymer film
upon water evaporation, as described in more detail in chapter 2, section 2.1, so the VOC
emission can be very low indeed. Latices have been extensively studied, beginning in
1953 with Bradford et al. [4], along with Brown [5], Vanderhoff et al. [6] and Sheetz [7]
contributing further major mechanisms. Work on polymer latices has been extensively
reviewed by Keddie [8] and Winnik [9].

However this more theoretical work has tended to focus on model systems. Here we
focus on a specific product, a clear matt lacquer. The crucial difference here is the inclusion
of silica (polymerised silicon dioxide, (SiO2),). This most basic and abundant of minerals
is very well understood [10]. In this work we concentrate on the interactions between
synthetic amorphous silica and the polymer latex, and how silica may act as a ‘matting
agent’, reducing the specular reflection (or ‘gloss’) of the lacquer [11].

Matting is associated with surface roughness on the lengthscale of light, introduced
by the hard silica inclusions, which take the form of irregularly shaped particles on the
1-10pm lengthscale [11]. There is however a significant technological difficulty with matt
lacquers. Inclusion of the matting agent can under certain conditions turn the otherwise
transparent film white, indicating considerable light scattering, which we term ‘hazing’.
Although the silica and polymer are closely matched in refractive index (RI), we see this
hazing in water-based products, whereas it is noticeably absent from oil based paints where
the polymer chains are not confined to latex particles [12].

So our aim is to understand the matting process, and why it can introduce hazing. We
focus on the influence of the silica, examining a number of different types, with a variety
of surface and mechanical properties. The silicas in this work are based on fumed silica,
precipitated silica and silica gel [10].

In chapter 3 we hypothesise and develop a volume-based model of the silica structure.
We assume no significant interaction between the polymer latex that forms the binder and
the micron-sized silica particles. We claim that at a critical concentration of silica, the air
that lies between the silica particles in the dry powder is ezactly replaced by polymer in
the dried film. At this point we expect a percolating silica structure to be formed similar

to that found in the dry silica powder. This has implications for the surface properties,
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Chapter 1

as we expect a considerable increase in surface roughness at this critical concentration.

This model is tested with the novel microscopy techniques of environmental scanning
electron microscopy (ESEM) [13], confocal laser scanning microscopy (CLSM) [14] and
atomic force microscopy (AFM) [15]. These structural probes enable imaging of both
the bulk (CLSM) and surface (AFM and ESEM) of the film. We can map the spatial
distribution of silica to a sub-micron resolution throughout the sample (see chapter 4).
Image analysis builds a numerical interpretation of microscopy results. In chapter 6 we
show how image analysis may be developed computationally to extract the numerical data
to test our silica structure model in chapters 7-9.

The use of ESEM, is especially interesting as unlike conventional-SEM, it allows imag-
ing of hydrated samples [13], so we can observe film-formation in-situ, and probe otherwise
inaccessible predictions of our model. However prolonged experiments can result in con-
siderable electron beam damage to aqueous samples. We develop a computational model
to study damage to aqueous samples under ESEM conditions. The results from this work
will enable us to reduce beam damage in future experiments by judicious selection of
operating parameters (see chapter 5).

Matting can also be characterised by macroscopic optical properties, specular reflection
and light scattering. In chapter 9 we compare these measurements with the ideas of our
model, focusing on the relation between reflection and surface properties.

Finally we aim to draw these ideas together to build a comprehensive understanding
of matt water-based lacquers. In this way, we seek to bridge the studies of latex film-

formation in model systems with previous work on matt water-based lacquers.



Chapter 2

Background

Film formation in polymer latices has been extensively studied [8], but the literature has
focussed on relatively pure systems, typically a fairly monodisperse latex suspension with
some form of colloidal stabilisation. Here we are interested in a rather more complex
system, with a silica matting agent and various other additives in addition to the latex.
Although the inclusion of silica is known to introduce matting [11] [16] [17], relatively
little has been done to understand the precise mechanism by which silica reduces specular
reflection (matting).

We divide this chapter into four main parts, film formation in latices, amorphous silica
matting agents and additives in matt lacquers, before moving onto work relevant to matt
lacquers. In the next chapter we present our model of the structure adopted by the silica

in matt lacquers.

2.1

Film Formation in Polymer Latices

We begin this section with an overview of film formation, before proceeding to give a
historical outline of the various theories which have been advanced to describe the process.
Film formation from a latex suspension can be separated into four stages, as shown in

figure 2.1 [18]. Initially the latex spheres are dispersed in the aqueous medium (stage I),
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Chapter 2 2.1: Film Formation in Polymer Latices

- ’ -

Stage IV Stage 11

Figure 2.1: Film formation of latex. Water evaporates form the aqueous suspension (stage
I) to form an array of latex spheres (stage II). Further evaporation of water is accompanied
by deformation (stage III) and interdiffusion produces the final continuous polymer film
(stage IV). The development of Keddie et al. [18] [19] of stage II* where water evaporation
precedes deformation is discussed below.

before evaporation of water brings them together in a closely packed array (stage II). There
is then deformation of the spheres and further water evaporation (stage III) to produce
an optically transparent film. Interdiffusion of polymer chains across the interparticle
boundaries results in the continuous polymer film of stage IV. The literature is reasonably
agreed that stage I-II is driven by water evaporation [20]. The majority of the discussion
has concerned the mechanisms of deformation in stage II-III [20]. Stage III-IV has also

been studied [21] [22] [23] [24].

Historical Outline

The intention is not to provide a rigorous review of work in this area, rather to give
a qualitative understanding of the processes at work. Various reviews of the field have
already been published, [8] [9] [25].

Film formation in aqueous latices has been studied for half a century, with the first
work by Bradford et al. [4]. That the mechanisms are still debated gives testimony to
the complexity of the seemingly simple process of paint drying. The sticking point is the
stage II-III transition, which we will term deformation, although it is also referred to as

coalescence [20].



Chapter 2 2.1: Film Formation in Polymer Latices

Figure 2.2: Dry sintering of Bradford et al. [4]: 0 evolves with time according to the
Frenkel equation (2.1) as the spheres coalesce.

There have really only been four mechanisms proposed [4] [5] [6] and [7], with other
work modifying these fundamental models and providing experimental support for one or
another. We consider each model in turn, before turning our attention to key subsequent
work.

The first model, proposed by Bradford [4], is that of dry sintering. Bradford et al.
drew heavily on the work of Frenkel [26], who described the coalescence of two colloidal
metal spheres in terms of viscous flow (figure 2.2). Considering the polymer-air surface
energy of two spheres, it is clear that the free energy is reduced by coalescence. Frenkel

derived the following equation,

02 — 3ot
- 2mr

(2.1)

for spheres of radius r, surface tension o and viscosity 7. The angle 6, which describes the
degree of coalescence, is defined in figure 2.2.

Brown [5] showed the shortcomings of the dry sintering model, by noting that it did
not explain deformation and water evaporation occurring concurrently as observed, that
lightly crosslinked polymers can film form but that they must deform without viscous
flow, and the existence of a minimum film-forming temperature (MFT) below which a
transparent film is not produced.

In order to address the problem, Brown identified the forces involved in deformation in
his capillary model. Four promoted deformation, surface tension (Fy), gravity (Fgrqy), Van

der Waals attraction (F,q,) and the capillary force (F,). F. resulted from the interfacial
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Chapter 2 2.1: Film Formation in Polymer Latices

Figure 2.3: The capillary force resulting from interstitial water (shown in pink) acts normal
to the latex sphere surfaces to bring the polymer spheres together via deformation

tension of the negative curvature of the water-air surface. This provides a force normal to
the surface of each sphere, promoting deformation, as shown in figure 2.3 [5].
These forces are opposed by the resistance to deformation (Fj) and the electrostatic

stabilisation (F,). Brown stated that coalescence only occurred if

Fs+ Fyran + Fogu + F. > Fy + F. (2.2)

Arguing that all but F, and F,; could be neglected, Brown reduced equation 2.2 to

F.> F, (2.3)

as a criterion for deformation. He attempted to quantify each term, but some of his
assumptions were flawed [7] [27] [28]. However, Brown’s work is highly important in that
it identifies the forces at work [20].

Lin and Meier [29] improved Brown’s model considerably. Geometry led them to
consider a ring of water around each pair of touching particles, instead of Brown’s spherical
meniscus. Crucially, this model showed that even tiny amounts of absorbed water (such
as would occur in air with non-zero relative humidity) produced very considerable forces
on the structure.

Another model was advanced by Sheetz [7]. He concluded that the models of Brown

and Bradford were insufficient to drive deformation and also noted some weaknesses with



Chapter 2 2.1: Film Formation in Polymer Latices

Figure 2.4: The radius of curvature between two spheres (r1) is very small, which Van-
derhoff et al. [6] took as the driving force for the wet sintering model.

Brown’s model. Sheetz considered that film formation may not proceed uniformly through-
out the whole system. He suggested that a coalesced layer could be formed on the surface,
since upon reaching the end of stage I, the top layer of spheres would be pushed out of
the surface. Capillary forces would then act to deform this layer, until it became coa-
lesced. Water would evaporate from interstices lower down, with transport through the
top layer having to occur by diffusion. Deformation was then driven by the compressive
force exerted by the surface. Evidence for the Sheetz model is noted by Dobler and Holl

who identified a dried layer at the film surface at an early stage of drying [30].

A return to surface energy driving deformation was made by Vanderhoff et al. [6].
They calculated the pressure differences on a pair of spheres bought together, noting that
at the point of contact between the spheres, the surface had a very small radius of negative
curvature, as shown in figure 2.4. The pressure difference induced by this small radius
of curvature drove deformation, although they invoked water-air surface tension to bring
the latex spheres into contact in the first place, at the end of stage 1. This wet sintering
theory assumed that the latex spheres are entirely immersed in water. There has been a
considerable degree of debate concerning Vanderhoft’s model [28] [30]. However, a more
recent study by Dobler et al. [31] in which the latex was kept immersed in water (ie
there was no evaporation) where deformation was observed appears to vindicate the wet
sintering theory under these conditions. Eckersley and Rudin also tested the models of
Brown and Vanderhoff [28]. According to their analysis, it was necessary to combine both

models to provide sufficient work to deform the latex.

These four theories have been refined and developed since they were put forward

[27] [28] [29]. At this point, we note another mechanism for completeness, advanced
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Figure 2.5: Temperature and time limits on film formation according to Sperry et al. [33].
At high temperature, above the dotted line, film formation is governed by water evaporation,
with latex deformation occurring concurrently. The time for film formation is given by the
solid line. At lower temperatures, polymer diffusion is the rate-limiting step, with film
formation time given by the dotted line.

by Johnson, Kendall and Roberts, the JKR theory [32]. This treats deformation entirely
elastically, under ‘surface attractions’ and an external load. Essentially, the JKR theory
equates surface attractions and elastic forces [32]. It is limited by its assumption of
elasticity, which appears not to be valid [20]. Certainly Dobler and Holl showed that the
degree of deformation observed required surface tensions 100 times those usually assumed

for polymer-water interfaces according to the JKR model [20].

T, and minimum film-forming temperature

Sperry et al. [33] studied the minimum film-forming temperature (MFT), the lowest tem-
perature at which a coherent film is produced for a wide range of latices. Unsurprisingly,
given that the latex spheres must deform, they found that MFT correlated strongly with
the glass transition temperature (7y), with the MFT being typically several degrees lower.
More interestingly, they found that films formed below the MFT (which are not trans-
parent, due to interstices of air between non-deformed latex particles) did in fact become
transparent after a time. This film formation time was consistent with polymer diffusion
driving deformation according to the Williams-Landel-Ferry equation.

Film formation was thus decomposed by Sperry et al. [33] into the rate of water

evaporation (which depended solely on temperature) and the rate of deformation, which
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Chapter 2 2.1: Film Formation in Polymer Latices

Figure 2.6: Stage IT* for ‘hard’ latices. Here water evaporation has occurred without
concurrent deformation

depended on the shear modulus of the polymer. Figure 2.5 shows the boundary between
the film-forming and non-film-forming regimes. Below the dotted line in figure 2.5 evapo-
ration occurs more quickly than deformation, and there is a considerable time lag before
the film is transparent (stage IIT). Polymer diffusion was used to explain this time lag
between water evaporation and coalescence as a function of particle size, with a simple
diffusion model to account for the increased lag with larger particles. However to the right
of the dashed line in figure 2.5 Sperry et al. found no particle size effect.

These observations of Sperry et al. along with those of Hwa [34] led Keddie et al.
[18] [19] to introduce a new stage of film formation to figure 2.1, termed stage II*. Hwa
had noted that a latex film typically dried from the outside in. The central region was
generally turbid (stage I), whereas the dry exterior was clear (stage III). Between these
two drying fronts there was a third region, in the case of relatively hard latices (MFT
above the ambient temperature). This is shown schematically in figure 2.6, with air voids
between the undeformed latex at the top of the film. Stage II* is included in figure 2.1 as
an alternative route to stage III.

Keddie et al. analysed the change in refractive index associated with these drying
fronts, and were able to predict the time taken for the closure of the interstitial voids
formed in the case of the ‘hard’ latex, finding good agreement between theory and exper-
iment.

Recent work by Routh and Russel [35] has unified the basic theories, and presented
conditions under which we can expect each to apply. They characterise film formation
conditions for a given latex in terms of evaporation time, capillary pressure, water-air

surface tension, time for viscous collapse and shear viscosity, and derive limiting conditions
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Chapter 2 2.2: Applied Water-Based Coatings

for the mechanisms of wet sintering and capillary deformation. Also incorporated in this
unified model is the uniaxial compaction referred to by Lin and Meier [29] as opposed to

two-particle sintering.

Interdiffusion

Here we consider stage III-IV in film formation. This interdiffusion was first proposed by
Voyutskii [21], and has been verified in two ways. Hahn et al. used small angle neutron
scattering (SANS) to obtain the radius of gyration of deuterated polymers as a function
of time. Initially the deuterated chains are confined to single particles, but the increase
in radius of gyration indicates polymer diffusion [22] [23].

Winnik et al. [24] developed an elegant technique using direct energy transfer (DET)
by labelling two latices with fluorescent donor and acceptor molecules. On mixing these
together, they interpretated the strength of the fluorescent signal as a measure of molecular
mixing and interdiffusion. They showed that in the case of a poly-butyl-methacrylate
(PBMA) latex, there is only 50 % volume fraction of mixing after 16 days, 27°C above
the T;,. Hahn et al. also worked at elevated temperature, typically 50°C above the 7.
A further mechanism for this process was put forward by Winnik et al.: they suggested
an entropic source. Polymer chains confined to latex particles can lower their entropy if
they spread out. This effect is molecular weight dependent, in the opposite direction to
diffusion, where small molecules diffuse more quickly [24].

We have seen that a number of theories have been proposed to describe film formation
in polymer latices, one or more should be invoked, depending on the conditions and latex

used. For a detailed review, the reader is directed to Keddie [8].

2.2

Applied Water-Based Coatings

The latex film-formation processes described above underpin all water-based coatings with

a dispersed binder. Pure latices produce high quality films in the laboratory. However
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Chapter 2 2.2: Applied Water-Based Coatings

practical water-based coatings have a number of further obstacles to overcome before
commercial application [2]. A variety of additives are used in the water based coatings
industry to provide the required performance.

Various additives are used here (see chapter 7, page 110). A rheology modifier improves
the non-newtonian behaviour of water [2] [36] [37] [38]. A higher pH of around 9-10 also
improves the rheology [39]. The surface behaviour is also improved with an anti-cratering
agent [40] and high melting-point wax is used for surface enhancement [11]. A defoamer

removes air bubbles introduced through high shear mixing [41] [42].

Coalescing Aid

The process from stage 11 to III of latex film formation can be enhanced by the addition
of plasticisers [9]. These act to reduce the Tj of the latex, which we have already noted is
strongly related to the MFT, so film formation can proceed at a lower temperature with
respect to Ty [33]. The plasticiser is added to the formulation, and mixed with the aqueous
phase. As the plasticiser is typically a solvent of the polymer binder, it increases chain
mobility, thus effectively reducing the T}, following water evaporation. Latices with higher
T, are often used because of superior hardness properties in the final film, as a T, around
room temperature will mean that the final film is somewhat tacky. Plasticisers enable
polymers with T, of up to 80°C to film form at ambient temperature [43]. To restore the
polymer to its original T}, the plasticiser is required to evaporate following film formation.
Plasticisers which evaporate in this way are referred to as coalescing aids [43].

Coalescing aids are also known to increase interdiffusion by up to a factor of ten (stage
ITI-IV). This both accelerates film formation and lowers the film formation temperature,
so again we may use polymers with a higher T [9].

A further mechanism of coalescing aids is noted by Dobler et al. [30]. Addition of a
water-soluble organic molecule such as a coalescing aid can reduce the rate of water evap-
oration. This in turn tends to reduce the temperature suppression due to the evaporating
water, and the resulting higher temperature increases the rate of deformation.

Sufficient amounts of coalescing agent to promote film formation can result in a surface

remaining tacky. A solution to this problem is to use two coalescing aids. One evaporates
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Chapter 2 2.8: Silica Matting Agent

quickly, reducing the length of time for which the product stays tacky. The other remains

in the film for longer, enabling complete film formation [12].

2.3

Silica Matting Agent

At the heart of this work lies the silica matting agent. As mentioned in chapter 1, we
seek to understand the way in which silica produces matting, and how the type of silica
used influences its behaviour. In this section, we discuss the various types of silica used,
and how their differing means of production give rise to a variety of physical and chemical
properties.

We are primarily interested in two types of synthetic amorphous silica, fumed and
precipitated silica, although some reference will be made to silica gel. All of these are used
as powders, with a typical particle size of 1 — 10 um, [12]. In each case, these aggregate
particles are formed from rather smaller ultimate particles, with a typical size of 10 — 40
nm, but can be up to 100nm [10]. The microstructure of precipitated silica is shown in
figures 2.7, (a)showing aggregate particles and (b) showing ultimate particles. The porous

nature of the silica is also evident from figure 2.7.

Formation

Fumed silica is made in a gas phase reaction. Essentially, a silica vapour is produced, and

then condensed, usually by burning silicon tetrachloride in a hydrocarbon flame:

SiCl4(g) + 4H20( SiOQ(S) + 4HC1(9). (2.4)

_
9) “fame1000°C

The powder produced in this way is very pure [44] and has a low bulk density (see
chapter 3) [10].

13



Chapter 2 2.8: Silica Matting Agent

Figure 2.7: Conventional-SEM images of precipitated silica, (a) showing aggregate particles
(Scale bar=38um), and (b) higher magnification showing ultimate particles (Scale bar =
1.2um) [12].

Precipitated silica and silica gel are both formed from aqueous solution in a similar
way. The starting point is monosilicic acid solution (Si(OH)4), typically produced from
sodium silicate (NagSiO3). Monosilicic acid can be polymerised according to the following

equation:

SI(OH)4( e SiOg(s) + 2H20(l) (25)

) aqueous

The polymerisation is governed by pH and salt concentration (figure 2.8). At high pH,
the silica particles are charged, producing colloidal stabilisation. This impedes aggrega-
tion, and the particles grow in size along the right-hand side of figure 2.8. Acidification or
the addition of ions enables aggregation. In this way, a variety of ultimate particle sizes
may be produced. Precipitation or gelation is also controlled by the reaction conditions,

with higher salt concentration tending to favour precipitates [10].

Our distinction between gel and precipitate follows that of Iler [10]: A gel is a 3d
network with uniform silica concentration, whereas a precipitate is formed from regions

of higher silica concentration (and hence density) which precipitate out of solution. To
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Figure 2.8: Polymerisation of silica in aqueous solution. High pH promotes growth of
ultimate particles (right), but the addition of salts or reduction in pH causes aggregation.

produce a powder, gels are milled [10]. Gels tend to have a more tightly bound, robust
structure than precipitates [10].

The most crucial difference between precipitates and gels compared to fumed silica
lies in the bonds between the ultimate particles resulting from Ostwald ripening. Silica
formed from aqueous solution has covalent bonds between the particles, whereas fumed
silica has hydrogen bonding from adsorbed water [16]. The fumed silica does form aggre-
gate particles as well, but these are necessarily weaker than precipitate or gel aggregate

particles.

Surface Properties

The surface chemistry of silica is dominated by the adsorption of water, to form silanol
groups (}Si—OH), [10] [45]. In this section, we consider the behaviour of these silanol
groups, paying attention to temperature, aqueous solution and pH. The implications for
interactions with polymers are also mentioned.

In water, fumed silica ultimate particles (figure 2.9 (a)) can join through hydrogen-
bonding of silanol groups to produce aggregates (b) and ultimately a gel-type network of
ultimate particles (¢). The network is easily broken under the effects of shear (d). This

clearly effects the rheological properties of the dispersing medium, and fumed silica is
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Figure 2.9: Formation and thickening effects of fumed silica. The ultimate particles (a)
spontaneously produce aggregates through hydrogen bonding (b). At rest, a three dimen-
sional network may build up (c), which is broken easily under shear(d).
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Figure 2.10: Water adsorption on the silica surface. By 200°C, water adsorbed via hy-
drogen bonding is lost, and above 400° C, covalently bound silanol groups are lost as well.

used as a thickening agent [16]. Precipitated silica and silica gel also exhibit spontaneous

aggregation behaviour for particles of less than 100nm [10].

The concentration of }Si—OH groups on the silica surface is typically 4.6 + 0.5 nm 2
[10]. However, these are removed at elevated temperature. About 200°C is required to
lose water molecules hydrogen-bonded to silanol groups, and the covalently bonded silanol
groups are lost above 400°C, as shown in figure 2.10 [45]. The dehydroxylated state is
somewhat irreversible. This temperature behaviour means that we would expect fumed
silica (formed at elevated temperature) to have a surface dominated by siloxane (Si-O-Si)

groups, compared to silanol groups for silicas formed from aqueous solution.

However, the second dehydroxylation step in figure 2.10 is not entirely irreversible. In
aqueous solution (ie in a latex suspension), rehydration does occur, and Iler notes that the

rate is increased in alkaline conditions, such as the latex suspension used here which has
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a pH of 9-10. So the surface coverage of silanol groups is expected to be similar between
the different silicas, although the fumed silica is initially more hydrophobic. There is more
water bound internally in precipitated silicas and gels, which can result in an effective OH

coverage of 6-8 nm™2.

Porosity has a profound impact on the addition and removal of OH groups. It is
remarkably hard to remove the OH groups from small pores, where the negative radius of
curvature means that they are in closer contact, promoting hydrogen bonding. Conversely,
on small ultimate particles, the positive curvature reduces the hydrogen bonding, and the

OH groups are more easily lost [10].

In alkaline solution, silanol dissociates,

>Si—OH4:> >Si—o— +H*, (2.6)

with about 1-1.5 }Si—O_ groups per nm? at pH 9. This dissociation has implications
for adsorption of other species, in particular, the organic molecules found in the lacquers
studied here. For pH < 7, hydrogen bonding between silanol and charged groups such as
C-OH and C=0 enables adsorption at these sites [10]. At higher pH, the surface charge
from ionised }Si—O_ groups favours adsorption of cationic molecules. However the charge
may be neutralised by sodium ions, which are frequently a by-product in silica gel and

precipitated silica [10].

The silica particle structure has a considerable influence on polymer adsorption. The
approach of a polymer chain to the silica surface is promoted by the more open structure
of the fumed silica, compared to the precipitate, and hindered even more by the rather
closed structure of the gel. This observation can also be applied to latex spheres, as will

become evident in later chapters [10].
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Chapter 2 2.4: Pigmented Latices

2.4

Pigmented Latices

Although relatively little work has been done on matt water-based lacquers (see next
section), we can gain a significant understanding by considering pigmented latices. Like
silica, pigments are typically hard, inorganic particles. Pigmentation affects latices in two
principle ways: the pigment needs dispersion, which in turn requires wetting and breaking
up of large pigment aggregates [46], and subsequent colloidal stabilisation [47]. Pigment-
polymer interactions also differentiate pigmented latices. Crucial to the understanding of
pigment behaviour is the critical pigment volume concentration (CPVC), introduced by

Asbeck and Van Loo in 1949 [48].

Essentially, above a certain volume concentration, there is no longer enough polymer
binder to wet the pigment particles or fill the interstices between them. So we find air voids
in the dried film, a considerable increase in the permeability, and decrease in gloss [48].
This gloss decrease in pigmented (opaque) latices is associated with surface roughness,

which we expand on in the next section.

More recently, permeability related to air voids has been detected well below the
CPVC. This led Lu and Torquato [49] and Fishman et al. [50] to introduce the concept
of coarseness, describing non-uniform pigment distribution. Well below the CPVC, it
is possible for pigment particles to gather or agglomerate [47] such that the CPVC is
exceeded locally. This leads to some voids and permeability. We discuss our treatment of

CPVC for silica in matt lacquers in chapter 3, page 24.

A more fundamental study of interactions between latices and inorganic surfaces was
carried out by Granier and Sartre [51]. They investigated adhesion between latex particles
with varying amounts of surface acid groups and three inorganic substrates: calcium
carbonate, mica and silica. These workers explained the adhesion in terms of acid-base
interactions. More acidic latices adhered better to more alkaline surfaces. Silica was the
least alkaline inorganic surface, and the adhesion was relatively poor. This suggests that

for the lacquer studied here, the silica-polymer interactions are comparatively small, as it
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Figure 2.11: A matt coating: diffuse reflection from a rough surface. The roughness is
achieved by particles on the same lengthscale as the wavelength of visible light.

has a 1% acid group content [52].

A novel study of silica in Poly(ethyl acrylate) latex was made by Espiard et al. [53]
[54] [55]. They grafted polymer chains onto the silica and also encapsulated silica in latex
particles. Where polymer chains were grafted twice onto silica particles, they found that
the entangled polymers were effectively cross-linked, and the resulting stage IV film had
rubber-like properties. The simple addition of silica into the latex which is analogous
to the approach followed here increased the mechanical stiffness, but did not otherwise

improve the mechanical properties.

2.5

Clear Matt Lacquers

We now turn to the system studied in this work, matt water-based lacquers. Schneider
[11] has provided a general review of the application of silica in matt lacquers, but for
more specific work, we turn to that of internal reports, particularly that of Franklin [17],
which forms the precursor to this work.

Franklin described matt in terms of the loss of specular reflection (gloss), as shown
schematically in figure 2.11. Light scattering was also measured in the form of haze,
defined in figure 2.12. This is very important for clear (unpigmented) lacquers, as we
require a high degree of transparency. In effect, this means that refractive index (RI)
must be constant throughout the film.

Atomic force microscopy (AFM) (chapter 4, section 4.2 section) was used to determine
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Figure 2.12: Haze is normally incident light scattered by more than 2.5°.

the surface roughness, which is characterised by the parameter R, [56],

1 =N ~
R, = ﬁ z; |hz - h|7 (27)
1=

where N is the number of points sampled, h; is the height of each point, and & is the
arithmetic mean of all the h;.

Franklin was able to show that R, was directly correlated with gloss reduction, for a
variety of silicas, suggesting that gloss reduction is a purely surface phenomenon. Both
R, and gloss were functions of silica concentration by mass, with higher concentration
reducing gloss and increasing R,.

He also demonstrated that large angle light scattering, (haze), is dependent upon
bulk properties. Furthermore, haze was dependent upon the type of silica used, with
agglomerated fumed silica having low haze, and silica gels producing rather more, as
shown in figure 2.13.

The postulated haze-producing mechanism stemmed from the fact that the diameter
of the latex is typically larger than the pores in the silica particles. This would mean that
the latex was unable to penetrate the pores, so the effective refractive index of the silica

was then different, due to the air in the pores, to that of the film-formed latex. In effect,
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Figure 2.13: Schematic illustration of the reflection/haze behaviour of various matt water-
based lacquers showing high and low haze lines [17].

this is a similar observation to that made by Iler [10] above concerning polymer approach
to different types of silica, and one to which we shall return in chapter 9.

This work takes Franklin’s observations as its starting point, and develops the themes
he proposed. Two further techniques are used (see chapter 4 sections 4.1 and 4.3), en-
vironmental SEM and confocal microscopy, to characterise the silica structure in matt
water-based lacquers. In the next chapter, we present our silica structure model for matt

water-based lacquers.
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Chapter 3

Building the Silica Structure Model

‘If you wish to become really a man of science and not merely a petty
experimentalist, I should advise you to apply to every branch of natural philosophy,

including mathematics’, Mary Shelley, in Frankenstein

In this chapter, we present our model of the structure assumed by the silica in the dried
lacquer film. As can be seen from the preceding chapter, the system is rather complex.
We therefore restrict ourselves to the simplest possible approach, based on the volumes
occupied by the silica and the lacquer, which is outlined below. This is then developed
more mathematically, and extended to take account of air in silica pores, as suggested by
Franklin [17]. At the end of this chapter, we discuss the implications of the model. We
also present the silicas which form the central topic of this work, and discuss how their

behaviour may be influenced by density, mechanical properties and surface chemistry.

3.1

Outline

First we consider the dry silica powder in which the highly porous particles occupy a
certain volume. Since the particles are porous and irregular in shape, air is found in
both pores and interstices between the particles. The bulk density allows us to determine

that fraction of space occupied by the silica which is silica itself and how much is air, by

22



Chapter 3 3.1: QOutline

comparison with the true density of silica.

In the case of lighter silicas, the bulk density is only a small fraction of the true
density of around 2.18 gcm~® (table 3.1) [10]. So only a tiny proportion of the volume
occupied is silica, the majority being air. We also note that the silica particles must all
be touching, to support themselves, so there is a continuous network of silica. Now, if
the silica is incorporated into the lacquer, which is then dried, and the volume of air in
the dry powder is exactly displaced by dry lacquer, the silica particles should again touch
one another. Since this exact displacement occurs at a unique mass of silica added to the
formulation (for a given volume of lacquer) we refer to it as the critical mass. It is related
to the critical pigment volume concentration in pigmented lacquers (CPVC) [48] [57].

The model is illustrated schematically in figure 3.1. At lower silica concentration, the
particles are separated, figure 3.1(a). The silica network formed at the critical mass is
shown schematically in (b), where the silica particles touch to form a spanning structure.
At higher silica concentration, our model suggests two possibilities: (i) The silica collapses
under volume reduction in film formation driven by the evaporation of water and we see
densification of the silica (figure 3.1(c)). Alternatively, (7i) the silica structure may be
strong enough to resist collapse. In this second case, at the critical mass, we expect a
transition from isolated silica held in a polymer phase to polymer adhered to a robust
silica structure, which may produce air voids to as the film shrinks during drying, as
shown in figure 3.1(d).

We note at this point that percolation is required for the structure formed at the critical
mass [58]. Percolation is a geometric phenomenon which can impart physical properties,
as is the case here. Essentially, a percolating structure spans the system, whereas a non-
percolating structure will have some smaller lengthscale [58]. Here if we populate the film
with silica particles, at some critical percolation threshold the silica structure will span the
film. Below the percolation threshold the silica particles will be isolated (figure 3.1(a)) but
we assume a percolating silica structure such as that in (b) at the critical mass because
the dry powder structure must percolate to support itself.

So at some point between isolated silica particles (figure 3.1(a)) and the critical mass
(b) we expect to encounter this percolation threshold. Now percolation is necessary but

not sufficient for the self-supporting structure shown in figure 3.1(b). Because of the
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Figure 3.1: Schematic of the model of silica structure within dried lacquer. The low con-
centration regime (a) (54 < 1), critical mass of silica (b) (7L = 1), and two possibilities
for Tn—sél > 1, with silica densification from collapse (c), or void formation with more robust
silica (d). Note that (c) and (d) do not exclude the possibility of isolated silica particles,
for example that marked in (c).

temporary bonds between ultimate particles mentioned in chapter 2, page 15 [16] the
fumed silica in particular may form a percolating structure that is too weak too support
itself. With precipitated silica, this is less likely due to permanent bonds between ultimate
particles and aggregate particles larger than the 100nm maximum for self-aggregation [10].
Nonetheless we note that the formation of a self supporting structure associated with the
critical mass requires percolation, but may not occur at the percolation threshold.
Figure 3.1(¢c) differentiates our approach from that of Asbeck and Van Loo [48], Lu
and Torquato [49] and Fishman et al. [50]. They consider only hard particles, as in figure

3.1(d). It is important to note that our approach is rather different. We focus on silica
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Silica type Bulk density myg from eq:3.6 mg from eq:3.8
pyutk gem ™3 (mass fraction) (mass fraction)
Fumed 0.0645 0.0226 0.0243
Agglomerated fumed 0.0625 0.021875 0.0234
Precipitated 0.1378 0.0483 0.0548
Calcined precipitated 0.1017* 0.0356 0.0394%
Fine precipitated 0.0815 0.0285 0.0309
Coarse precipitated 0.2849 0.09972 0.139
Soft precipitated 0.18907* 0.0662 0.07462
Loose gel 0.1875 0.0656 0.0799"

Table 3.1: Silica densities, measured compressing a known mass with a piston by Crosfield
R&D [12], (Japanese industrial standards association number K6223-1976). The critical
mass mq s given for the different silicas, according to equations 3.6 and 3.8. * Measured

by tapping 25cm® measuring cylinder. | Vpore taken to be 0.5 em’g!.

percolation. The correspondence to the critical pigment volume fraction CPVC depends
on whether or not the silica collapses. A collapsed silica structure like figure 3.1(c) is
effectively below its CPVC as there is still enough polymer binder to wet the silica [48],
although there is more than enough silica to form a self-supporting structure as a dry
powder, which we take as our starting point, so it is above the critical mass.

In fact our density measurement is different to the CPVC cell of Asbeck and Van Loo,
as they determine the volume of the pigment after wetting. The voluminous fumed silica
is massively compacted upon wetting, so we expect a rather different volume for our dry
measurement for the same mass of silica. Our model is therefore not entirely analogous

to the CPVC of Asbeck and Van Loo [48].
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Chapter 3 3.2: Mathematical treatment

3.2

Mathematical treatment

We now derive expressions for the critical mass of silica. At the level of this work, we
assume a uniform silica concentration, without extension to the local concentration fluc-

tuations of Lu and Torquato [49] and Fishman et al. [50].

The bulk volume Vj,x, bulk density ppyir and mass myg; of silica are related by

Mg

Voulk = (3.1)

Pbulk

Here Vpyi is the volume of silica and included air, both in pores and between particles.

The volume of dry lacquer V., is given by

Vdry ~ soleeta (32)

with Vie; the volume of wet lacquer and Cy, = 0.35 [59] the solids content [1]. Equation
3.2 holds only if the densities of the wet and dry lacquers are equal. In fact both are
approximately unity (see Appendix page 217). Our condition for the critical mass of silica
requires that all air available to the polymer is displaced. The maximum volume available

to the latex is the bulk volume occupied by the silica, Vyyx, yielding

Vdry = V;)ulka (33)

but this neglects the volume that is silica itself, V;; and those pores which are too small

for the latex to access, Vpore. The volume required to displace the available air is then
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Viry = Vouitk — Vsit — Vpore- (3.4)

Relating this to the volume of wet lacquer and the bulk and ‘true’ densities of silica,

we have

1 1
VwetCsol =1mo ( - —) - ‘/po'rea (35)
Poulk Psil

where my is the critical mass of silica required to satisfy equation 3.4. To solve equation
3.5 for mg requires the value of V.., which is dealt with in the next section. For now,
we consider the simplest case. For a light silica, such that pp,; < psi;, we can neglect the
contribution from p,;. For a weakly bound silica, we expect that the pore structure will

be disrupted by the drying latex, so that V.. can also be neglected. This then yields

moy = pbulkaetCsol- (36)

In the case where the silica is more dense, for example some of the heavier precipitates

and the gels, we have

Vwetcsol
1 1)
Pbulk Psil

The volume of small pores Vjoe is a constant for a certain mass of silica, so we can

(3.7)

mo =

introduce a value for each silica, vy, the volume of pores inaccessible to the latex in 1g

of silica. This gives
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Vwetcsol
( 11 s )
Pbulk Psil pore

We determine v, in the next section.

my =~

Now, there are air spaces between the silica particles in the dry powder, such that the

volume fraction of the silica particles and their pores is

¢ = pVoulk, (3.9)

where p is the packing fraction [60]. Using equations 3.1-3.9, we have

¢ rpt, (3.10)

my

Equation 3.10 can be tested by measuring the silica volume fraction ¢ as a function

of silica mass added to the lacquer during formulation. It may be valid for Tfrfé’ < 1 only,
as two regimes of behaviour are expected at higher silica concentration, depending on
whether or not the silica collapses (figure 3.1 (¢) and (d)). If the silica collapses totally,
then we expect ¢ to increase linearly beyond %%L = 1. However we note that ¢ < 1 by

definition, so the linear behaviour must be limited.

3.3

Porosimetry

We turn now to the contribution to the volume made by small pores, from which the latex
spheres are excluded. We seek a value v, as defined above. Now the determination

of pore size and volume is a complex task of which only the briefest outline is presented

here. For a more complete description, the reader is referred to Webb and Orr [61] and
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Figure 3.2: Hysteresis in gas adsorbed and desorbed as a function of pressure for a porous
solid. The rapid increase in the adsorption branch at higher pressures, marked as (a), cor-
responds to condensation on the surface. Capillary forces in pores then inhibit desorption,
causing the hysteresis shown.

[62] The surface area of a solid may be found by adsorbing a layer of gas onto the surface.
This adsorption results in a decrease in gas pressure, from which the surface area may
be deduced, as the thickness of the layer of adsorbed gas may be determined for a given
pressure. Eventually, upon approaching the saturated vapour pressure, the gas simply
condenses onto the surface (figure 3.2).

This is conceptually straightforward, but the presence of small pores complicates mat-
ters. Pores may be filled with liquid adsorbant well before the saturated vapour pressure
is reached [62]. The pressure at which the filling occurs is a function of pore radius, so the
increase in adsorption due to condensation in the pores allows us to determine the pore
radius.

During desorption, there is considerable hysteresis due to capillary forces in the pores
suppressing evaporation (figure 3.2). The Barrett, Joyner and Halenda (BJH) method [61]
is used here to determine pore radius from the adsorption measurements. The results of
nitrogen porosimetry work carried out by the suppliers [12] are given in table 3.2.

Since we have the volume of gas adsorbed as a function of pressure, and we know the
radius of the pores filled at each pressure, we can find the total volume of pores below a
certain diameter. Here we assume that the latex cannot access any pores smaller than its

diameter of 80nm (see chapter 8, figure 8.11). This gives us vy, directly by integrating
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Silica Type BJH area BJH pore BJH pore Vpore < 80mm

m2g~!  volume em®g—1 diameter (nm) em3g1
Fumed 175 1.103 25.2 0.504
AFS 180 0.951 21.1 0.574
Precipitated 110 1.086 39.4 0.468
Fine Precip. 112 0.978 49.0 0.509
Coarse Precip. 93 0.987 42.4 0.5459
Soft Precip 46.3 0.10 1.24 0.14
Loose gel 411 1.98 19.2

Table 3.2: Silica porosimetry data, for pore area, volume, characteristic diameter and
volume of pores less than 80nm in diameter [61]. All porosimetry data is taken for the
adsorption lines (see figure 3.2). This work was carried out by Crosfields R€&D [12].

the volume of nitrogen adsorbed in the appropriate pressure range, as given in table 3.2.
It must be stressed that porosimetry is not an exact science. The BJH method makes a
number of assumptions, in particular the adsorption values (used here) do not agree with
desorption measurements, due to hysteresis (figure 3.2) [61]. However, from table 3.1, the
effect of v* — pore on our calculated values for mg is not severe for any silica. In fact the
use of equation 3.6 is reasonably accurate for all but the denser silicas. Nevertheless, we

use my values from equation 3.8 for experimental work.

3.4

Implications of the model

We have seen that the critical mass can be found by determining the bulk density of the dry
powder, and then refined using the volume of small pores. In addition to the development
of the percolating structure, we expect a considerable increase in surface roughness when
%—’gl = 1, as the silica structure can perturb the surface once a network is formed. This
should be rather more marked in the case of the more robust silicas, which do not undergo
collapse.

If Franklin’s [17] view of matting is correct, then there should be a significant increase

in matting associated with this development in surface roughness (see section 2.5). This
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is in agreement with pigmented lacquers, where a decrease in gloss is found above the
CPVC [48]. With the microscopies described in the next chapter, we can study this silica
structure in detail. Confocal microscopy will enable three-dimensional imaging of the silica
structure. The surface techniques of environmental SEM and atomic force microscopy

should distinguish the collapsed (figure 3.1(¢)) and non-collapsed (d) structures.

Silicas Studied

A variety of silicas are used here, whose properties are summarised in table 3.3, page 33.
As noted by Franklin, the agglomerated fumed silica (AFS) exhibits little scattering of
transmitted light (chapter 2, section 2.5). This fumed silica has a relatively high degree
of aggregation, but it is still far more weakly bound than the precipitates or gels. Be-
yond repeating Franklin’s experiments comparing precipitated silica and AFS, we have
some variants which modify specific properties. In particular calcined precipitated silica
is heated to 1000°C to remove any bound water, as discussed in chapter 2, page 16. In
this way, the thermal history resembles that of fumed silica. So we expect that calcined
precipitated silica will have the mechanical properties of precipitated silica, but the sur-
face chemistry should be somewhat similar to fumed silica, as we infer from the loss of
structurally bound water in table 3.3 [10] [12]. The mass loss at 1000°C is now more
reminiscent of a fumed rather than precipitated silica (table 3.3). This should make it
possible to isolate whether mechanical properties or surface chemistry are responsible for
the lower haze in the case of AFS.

The precipitated silica has also been sieved, to provide coarse and fine fractions (CPS
and FPS respectively). These are all chemically similar, but as can be seen from table 3.1,
they have widely differing densities. In particular it seems that the larger coarse particles
are either more closely packed than the smaller fine particles, or are themselves denser.
The silica gel will also have similar chemical properties, but the aggregate particles should
be more robust than precipitated silica and the pores are smaller (table 3.2).

The soft precipitated silica (SPS) has a rather larger ultimate particle size of around
100nm. These larger particles result in a weaker structure, as each ultimate particle is

bound in a similar way to the normal precipitate, but there are far fewer bonds per unit
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volume [10] [12]. So the mechanical properties of this silica bear more resemblance to
AFS, whereas the surface is that of a precipitate. Note also that the pore volume of this
structure is very small.

We conclude this chapter by noting the main points of our silica structure model:

(1) At a certain mass fraction of silica, Tn—s(;" = 1, incorporation of silica into the lacquer
and subsequent film formation is equivalent to replacing air between silica particles

as a dry powder with polymer.

(2) The silica volume fraction is linear in ’frfgl

at least up to the critical mass where it

is equal to the packing fraction.

(3) Above %—s: = 1 we expect either structural collapse and silica densification or no
collapse and a strong increase in surface roughness, depending on the mechanical

properties of the silica.
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Silica Characteristic % Mass lost ~Comments
aggregate particle  heating to
lengthscale 1000° C [12]
Fumed silica U-4Unm 2.0 Non-agglomerated tumed silica. High purity.
Aggregates under H-bonding. Low bulk density.
Agglomerated fumed silica (AFS) lpym 34 Fumed silica aggregates. Low bulk density,
some 10 ym High purity.
Unseived precipitated silica (UPS) 1-10 pm 12.5 Precipitated silica. Wide particle
size distribution. Moderate bulk density.
Fine precipitated silica (FPS) 3 pm 8.5 Fine fraction of UPS. Low bulk density.
Coarse precipitated silica (CPS) 10 pm 11.0 Coarse fraction of UPS. Dense.
Calcined precipitated silica as UPS 2.2 UPS without bound water. Moderate bulk density.
Soft precipitated silica (SPS) 3 pum N/A Weakly bound precipitated silica. Large aggregate
particle size of 100nm. Moderate bulk density. Low porosity
Silica gel 6.5 pm 9.0 Loose silica gel. Low pore diameter

of 21nm. Dense.
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Chapter 4

Experimental

This chapter is primarily devoted to a fairly detailed discussion of the microscopy tech-
niques used. All are scanning microscopies, where we record the signal produced by a
probe scanned across a specimen as a function of position. This gives an image of the
specimen, where the brightness at each specimen point is related to the strength of the

signal. Changes in brightness (contrast) in the image reveal the structure of the specimen.

The nature of the signal depends on the microscope. Environmental scanning electron
microscopy (ESEM) measures electrons emitted from a sample irradiated with an electron
beam [13], whereas atomic force microscopy (AFM) is sensitive to the force between the
specimen and a fine tip [63]. Confocal laser scanning microscopy (CLSM) determines the
distribution of fluorescent dye or refractive index variation in a sample [64]. The first
two reveal information about the surface only but CLSM can image into the bulk of the
lacquer film. Combining the different techniques, we can build up a comprehensive picture
of the microscopic structure of the lacquer film. We now describe each of these techniques

in turn, beginning in each case with a brief overview.
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Figure 4.1: Schematic of an ESEM: the sample chamber is held at 1 — 10 torr, while the
electron optics are maintained at 107° torr.

4.1

Environmental SEM

ESEM was developed from conventional SEM in the 1980s [13]. The key difference lies
in the sample chamber which, unlike conventional high-vacuum SEM, is only partially
evacuated to a typical pressure of 1 —10 torr (760 torr = 1 atmosphere) as shown in figure

4.1.

The presence of this imaging gas above the sample has two main consequences. In-
sulating specimens may be imaged [65] and, if the gas used is water vapour then we can
stabilise hydrated samples. This second effect is crucial here, as it enables us to observe
drying of water based lacquers in situ [18] [19] [66] [67] [68]. We now explore the main

components of ESEM, with reference to matt water-based lacquers.
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@ (b)

Figure 4.2: Variation in primary beam scattering as a function of pressure. In vacuo (a),
there is negligible primary beam scattering (conventional-SEM). A partial pressure (b) of
less than 20 torr produces ‘oligo-scattering’ (ESEM). At higher pressures (c) the primary
beam is entirely lost.

Differential pumping system

Within the ESEM, the electron gun and optics are maintained in a moderately high
vacuum. The presence of an imaging gas in the sample chamber produces a pressure
gradient. The back-flow of gas is minimised with small pressure limiting apertures (PLA),
and the pressure gradient is maintained via differential pumping (figure 4.1), [13]. This
means that all but the specimen chamber is maintained at a vacuum of around 107 torr.

The electron optics are similar to a conventional SEM. The instruments used have
either a tungsten hairpin (Electroscan 2010) or lanthanum hexaboride (Electroscan E3)
thermionic source [69]. The primary electron beam is produced by accelerating electrons
via an anode, and focussed using condenser and objective electron lenses. Stigmator coils
provide a cylindrically symmetric beam, and scan coils produce the raster scan for image
formation. A raster scan is typically a series of horizontal lines starting on the side of the
scanned region to produce a 2D image. The electron optics are capable of producing a
primary beam of a few nanometres in diameter, which governs the ultimate resolution of
the microscope [69]. SEM electron optics are described in more detail in Goldstein et al.

[70], chapter 2.

Probe beam scattering

When electrons pass through a gas, they interact with it and scatter. This changes the
electron momentum, in a largely random way. Passing a highly focussed electron beam

through a gas results in a very low electron density across a wide area, entirely inappro-
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Figure 4.3: Electron intensity in ESEM. The electron intensity is very low across a wide
region, giving rise to a uniform background. The central peak has the same width as the
unscattered primary beam

priate for image formation. However, a short path through a partial pressure of less than
~20 torr can be tolerated (figure 4.2). In this case a substantial proportion of the primary

beam remains unscattered [13] [71]. Here we identify three regimes.

(1) In vacuo, there is no scattering (figure 4.2(a)), and the probe retains its shape.

(2) At high pressures (above ~20 torr), the mean free path of the primary electrons in
the beam (PE) is much less than the distance from the lowest PLA to the sample.
Effectively all the electrons are scattered away from the beam and the shape is lost

(figure 4.2(c)) [71].

(3) Between these two regimes, we have the oligo-scattering of ESEM. Here the PE mean
free path exceeds the PLA-sample distance, so a significant proportion of the beam
is unscattered. The scattered electrons are far removed from the beam, forming a
uniform and low-intensity background signal, the skirt as shown in figure 4.2(b) [72].
So the only differences between mode (b) in figure 4.2 and conventional SEM are a
loss of intensity in the primary beam and an additional uniform background signal

from the skirt, as shown in figure 4.3.

Consequently ESEM can obtain a resolution of around 10 nm on a test sample [69].

Probe beam scattering is a function of pressure, and is discussed further below [71].
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Electron-sample interactions

For the purposes of image composition, we consider the sample to be silica particles sus-
pended in a polymer matrix, which may contain varying degrees of water. Electrons may
scatter elastically, with no appreciable energy loss, or inelastically where a substantial
amount of energy is lost. Primary beam electrons (PE) which are scattered elastically
through a wide angle may re-emerge from the sample. These are termed backscattered
electrons (BSE).

Inelastically scattered electrons interact with the sample in a variety of ways [70]:

(1) Ionisation of sample atoms to form secondary electrons (SE). These low-energy elec-

trons are usually re-absorbed, but some escape and are detected [70].

(2) Formation of X-rays through Bremsstrahlung (deceleration of electrons by nuclei),
and characteristic X-rays (X-rays emitted by electron transitions following inner shell

ionisation) [70].

(8) Cathodoluminescence, lower energy photon emission from electron transitions in

sample atoms [70].

(4) High-energy electrons generate phonons in the sample. Each excitation is small,
transferring less than 1eV. Phonons cause heating of the sample, but since the irra-
diated region is usually in good thermal contact with its surroundings, most of the

heat is conducted away, and large temperature rises are usually avoided [70] [73]

Of course, these interactions can cause considerable damage to the sample, particularly
in the case of relatively fragile polymeric materials [73]. We consider electron-sample
interactions in more detail in chapter 5, paying particular attention to mechanisms of
sample damage.

The motion of each PE within the sample depends on probabilistic scattering events,
so individual PE exhibit wide variations in their trajectories. However, the vast majority
of scattering takes place within a region referred to as the interaction volume (figure 4.4).
As the beam penetrates the sample it broadens, as electrons are scattered away from the

central axis. Deeper in, electrons have lost sufficient energy that they are either absorbed
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primary beam

Figure 4.4: Approzimate shape of the interaction volume. Primary beam electrons undergo
scattering, into a broader region, before absorption as the electron range is reached, or
backscattering. The dotted line represents a tilted surface.

or have already been backscattered. A typical interaction volume will have a shape shown
in figure 4.4. The interaction volume is discussed in more detail in chapter 5, page 68, but
for now we note that the lengthscale is of order 1-2um for the samples we are interested

in under typical operating conditions [70].

Backscattered electrons

BSE show a strong dependence on atomic number. Heavier atoms with larger nuclei
have greater cross-sections for large-angle elastic scattering than light atoms with smaller
nuclei. So the proportion of PE which are backscattered increases strongly with atomic
number (Z) for (Z < 60). Since silicon backscatters more strongly than carbon on account
of its higher atomic number, the BSE signal from silica is stronger than the surrounding

polymer.

The BSE signal is not tremendously sensitive to beam energy. This is because although
scattering is a function of beam energy, high energy electrons tend to lose energy through
inelastic processes and then backscatter, whereas lower energy primary electrons typically
backscatter after a shorter distance travelled through the sample. So for a given primary
electron, the chances of it backscattering are not massively altered by its initial energy

[70].
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Secondary electrons

Secondary electrons (SE) have a far lower energy than BSE, typically a few eV. By com-
parison to BSE, SE are relatively insensitive to elemental composition in the sample,
although carbon is known to produce a low SE signal. Although the BSE escape depth is
of the same order as the electron range, the SE escape depth is much smaller. Low energy
electrons are easily absorbed by the sample, and the SE mean free path is around 10nm
for insulators [70]. The exponential decrease in escape probability with depth means that
we assume a negligible contribution at depths greater than 5 times this mean free path,
50nm [70].

The SE component increases with decreasing beam voltage. This is due to the small
escape depth. As the beam voltage is increased, the interaction volume enlarges, and a
higher proportion of SE are produced deeper in the sample, and absorbed before emission
[70].

We now consider the shape of the interaction volume (figure 4.4). If the primary beam
is incident on the sample surface at an oblique angle, more of the interaction volume is close
to the surface, and more SE can escape, since there is more interaction volume within the
10 nm escape depth (dotted line in figure 4.4). The angular distribution roughly follows
a COIW rule where 6 is the angle of the probe beam to the normal. The case of BSE tilt
dependence is more complicated and, although we observe the same overall behaviour BSE
are less sensitive to surface topography [70]. So SE are the primary measure of surface

topography (because of their small escape depth), whereas BSE contain more information
about the elemental composition [70].

ESEM has revealed a further source of contrast with secondary electrons. Materials
with different electronic structures have different SE emissions. This has been linked to
the energy gap between the highest occupied molecular orbital and lowest unoccupied
molecular orbital. Absorption of SE in this energy range is suppressed, so more escape
from materials with larger energy gaps [74].

As water has a relatively large band gap, it produces a strong SE signal [74], so during
drying of a latex film, we expect water-rich stage I latex to give a rather higher SE signal,

which should decrease with the removal of water during drying.
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Figure 4.5: Signal amplification in the ESEM. The gaseous secondary electron detector is
shown. Secondary electrons are accelerated in an electric field, and ionise the imaging gas.
Successive ionisations initiate a cascade process amplifying the signal by a factor of up to
2000, process (a). The amplification process is complicated by further contributions (b) to

(e).

Signal Amplification and Detection

The ESEM detector is based on SE amplification by the imaging gas [75]. Secondary
electrons are attracted to the detector by an electric field by holding the detector at a bias
of up to 500V. The secondary electrons emitted by the specimen are accelerated to ionise
the gas, generating more environmental secondary electrons (ESE) at each ionisation. The
resulting signal may be amplified by up to two thousand times [76] [77] (Process (a) in
figure 4.5). BSE also produce environmental secondary electrons (process (e) in figure
4.5). Current from the detector is then amplified electronically to produce an image [69].

Secondary electron amplification is by no means the only process present in the ESEM
sample chamber. The environmental secondary detector (ESD) is also sensitive to BSE
through SE;7; (which are produced by BSE striking the walls of the chamber, etc) [70] and
BSE ionising water molecules and contributing to the SE cascade (process (e) in figure
4.5). SE;y (produced by primary electrons in the optics column) also form a component
of the signal. [70]. These unwanted contributions to the signal can be somewhat alleviated
with the gaseous secondary electron detector (GSED), which has a suppressor electrode

held at the same potential above it (figure 4.5). The suppressor electrode absorbs a large
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proportion of BSE-produced ESE, SE;;; and SEjy before they reach the detector [69].
However the BSE contribution can also be a useful signal in itself, particularly with matt
lacquers, increasing the contrast between silica and polymer/water matrix.

Positive ions are also produced by the amplification process. These are accelerated
by the electric field, in this case towards the sample, (figure 4.5(b)). This is believed to
influence sample charging from the primary beam and stabilise insulating samples. It is
this charge neutralisation that enables ESEM to image insulating samples in their natural
state. A further effect of positive ions is the release of electrons from the sample surface
(process (c) in figure 4.5) [78], although this not significant if water is used as an imaging
gas [79]. Primary beam ionisation (figure 4.5(d)) also deposits positive ions on the sample

surface, and contributes to the signal received at the detector [78].

Signal Composition

ESEM predominantly uses a secondary electron signal [68], by utilising the gas amplifi-
cation process described above. So far we have considered SE produced by the primary
beam. However, BSE are also capable of ionising sample atoms. A secondary electron
produced from a BSE ionisation is denoted SEj;, whereas a primary electron ionisation
produces an SE;. Further contributions to the secondary electron signal are SE;;; and
SEy (as mentioned above).

We can reduce SE;r; and SEry with the suppressor electrode, and as the contribution
is relatively small, we neglect it [76]. Not so with SEr7. Although SE;; have a much more

indirect formation than SE;, they can produce a very significant part of the signal [70].

We can determine the ratio of SE;r to SE; [70]. Values for carbon give SSI?E’I’ of 0.18.

SErr
SE;

around 0.5 [70]. So the SE dominated ESEM signal contains a significant BSE contribution

Silicon on the other hand produces rather more backscattering to yield a ratio of

indirectly through the SE;; component.

In the matt lacquer, silica is expected to produce a high signal through both surface
roughness (SE;) and atomic number (SE;;). The polymer/water matrix should have
a relatively low signal, although the absolute SE emission should depend on the water

content.
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Figure 4.6: Saturated Vapour Pressure Line for water. The pressure range is shown for
ESEM operation; hydrated samples must be chilled to less than 10°C, to be stabilised at
suitable chamber pressures for ESEM.

Resolution is limited by the transport of BSE through the sample. The PE range for
the samples studied is around 1 —2um [70], so the place of SE;; emission can be somewhat
removed from the primary beam. This resolution degradation is compounded by the loss

of primary beam intensity from beam scattering in the imaging gas [69].

Hydrated Samples

To image hydrated samples we must equalise evaporation and condensation rates. If water
is used as the imaging gas, evaporation and condensation in a hydrated sample can be
controlled. Fortunately, water behaves very well as an imaging gas, with a high ionisation
cross-section producing a strong signal [76]. Equalisation of evaporation and condensation
rates occurs at saturated vapour pressure (SVP) . Figure 4.6 shows the SVP line for water
in the ESEM pressure range corresponding to temperatures of a few degrees Celsius. We
chill the sample to the appropriate temperature with a Peltier chip controlled cooling stage
[13].

The transition from air at room temperature and pressure to a few torr of water vapour
and a few degrees Celsius involves both evaporation and condensation. An optimised
pumpdown procedure for ESEM has minimised these effects [72]. Essentially we seek to
prevent the water boiling, which occurs if the total pressure (water vapour and air) drops
below the water vapour pressure. So we pump the chamber down to the SVP, and then

flood with 4 torr of water vapour successively. After about nine cycles of pumping and
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flooding, there is almost no air in the chamber. Relatively little evaporation and no
condensation occurs with this method [72]. We develop the optimised pumpdown further

in chapter 7.

Limitations

In order to use ESEM most effectively, it is important to appreciate its limitations. As
noted above, it is a surface technique, so clearly little information concerning the bulk can
be extracted. This can be circumvented to some extent, by imaging a vertical section of
the specimen, as described later in chapter 9.

The further limitation, one that is fundamental to microscopy, is resolution. Ulti-
mately, the resolution is limited by the width of the electron beam, which is of order
10nm. However considerations of radiation damage through beam-specimen interactions
limit the magnification, since beam damage scales with the square of the magnification.
This is because the area scanned is a square whose side is inversely proportional to the
magnification, so a doubling in magnification causes a fourfold increase in PE density on
the scanned region of the sample [70]. Beam damage is covered in chapter 5. Resolu-
tion also depends upon contrast within the specimen, the difference in electron emission
between strongly and weakly emitting regions. For samples with low silica concentration
(figure 3.1 (a) in chapter 3), we expect rather low contrast as the silica may be largely
contained within the polymer matrix.

We now consider the signal-to-noise ratio. To obtain useful images, the noise contri-
bution must be limited. Noise enters the system in a variety of ways, through electronic
sources [70], counting statistics [14] and unwanted contributions to the cascade process
[76] [78]. The primary beam scattering in the imaging gas reduces the signal strength,
so although it does not strictly introduce noise, it nonetheless reduces the signal to noise
ratio.

We have little control over electronic sources, and neglect them. Counting statistics
are improved with a higher beam current, which may be achieved with a higher beam
energy [70].

The probe beam skirt provides a significant and easily reducible background contribu-
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Figure 4.7: Schematic of an AFM in tapping mode. The piezoelectric driver oscillates
the cantilever near resonance. Its amplitude is detected by the photodiode. The stage is
adjusted to maintain a constant amplitude of oscillation during scanning.

tion to the signal which acts to reduce contrast. It is dependent upon chamber pressure
[71], with higher pressures increasing the electron density in the skirt. The chamber pres-
sure is also important in the gas cascade process, with higher pressures tending to promote
the SE cascade, up to 4-5 torr, at which point the cascade operates most efficiently [78].
The effect of working distance (the length from the lowest PLA to the sample) is similar,
although not equivalent to that of chamber pressure. A longer working distance promotes
the gas cascade, but it also increases scattering in the primary beam. Higher beam ener-
gies also reduce the skirt, due to smaller scattering cross-sections at higher electron energy

[80].

Effective use of the ESEM therefore requires control of the chamber pressure, working
distance and beam energy to optimise the signal to noise ratio, while minimising sample
damage. We shall return to these parameters in chapter 7 after we have considered beam

damage in more detail.
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4.2

Atomic Force Microscopy

The development of atomic force microscopy (AFM) from scanning tunnelling microscopy
in the 1980s has enabled near-perfect mapping of surfaces at nanometre resolution [81]
[82]. The idea behind AFM is to scan a very small tip across a surface, maintaining a
constant force between tip and surface, and typically a constant distance between the two.
By recording variations made to the height of the tip with respect to the stage, a surface
map is produced. Although this is conceptually straightforward, the minute lengthscales
involved require extreme precision in the relative positioning of the tip and surface, which
we discuss below. A schematic of an AFM in tapping mode (see below) is shown in figure

4.7 [81] [83].

Surface Forces in AFM

We now describe AFM, developing the concepts behind the two imaging modes used here:
topographic, producing the surface map [81], and phase contrast, which is sensitive to
viscoelastic properties of the surface [84]. First, we consider the surface forces, which give
rise to the tip-sample interaction.

The force experienced by the tip approaching the sample typically arises from a
Lennard-Jones potential [15]. However the tip is held at the end of a flexible cantilever,
which deflects under the tip-sample force. So moving the cantilever with respect to the
surface causes it to bend, as the tip seeks out the potential energy minimum between the
Lennard-Jones energy well and the well from the restoring force (figure 4.8) [15].

At large separations (> 3A), the cantilever restoring force dominates, but closer to the
surface, the tip moves to the Lennard-Jones minimum. Upon withdrawing the cantilever,
there is considerable hysteresis, from at least two sources. Firstly, the Lennard-Jones well
holds the tip until the deflection in the cantilever is sufficient to overcome the potential
energy barrier to return to the restoring force minimum [15]. Secondly, in ambient con-

ditions at non-zero relative humidity, the capillary forces associated with the adsorbed
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Figure 4.8: The potential felt by the tip is the superposition of the Lennard-Jones potential
and the potential from the cantilever restoring force, so the potential ¢(r) has two minima.

water layer increase the hysteresis further [83].

When the tip is in the Lennard-Jones potential well, the AFM is said to be in contact
mode. Scanning in this mode, maintaining a constant deflection on the cantilever works
well for hard materials, such as metals. More fragile polymers tend to be etched by the

tip, so here we use tapping mode [82].

Tapping Mode

Tip-sample interactions are much reduced in tapping mode, so etching is no longer a
problem [56]. Here the cantilever is oscillated near its resonance frequency such that it is
only momentarily in contact with the sample (figure 4.7). Instead of the deflection of the
cantilever, we measure the amplitude of oscillation.

The oscillations are at quite well described by the damped simple harmonic oscillator

(SHO) approximation [84] [85],

0%z 0z
Mo -I-’}’E-I-k(z—u) = F(z), (4.1)
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Figure 4.9: The amplitude G(w) (solid line) and amplitude derivative g—g (dotted line)

plotted as a function of frequency in the vicinity of the resonance for the damped SHO.

with m the effective cantilever mass, z the tip height at time ¢, v the dissipation, k the
cantilever spring constant, u the driving displacement and F(z) the tip-sample force.

In the simplest case, we assume that the tip-sample force is uniform [15]. It is straight-
forward to show that if » is harmonic, then z is also harmonic, with the same frequency

w and a phase shift of § [15]. The normalised amplitude is then

Glw) = ¢
Jerl-a)+5

where the resonance frequency wy and quality factor () are defined as

wo = \/g (4.3) and Q=" (44

The amplitude G(w) and amplitude derivative g—g are plotted as a function of frequency
in figure 4.9. As can be seen from the figure, the amplitude derivative peaks a little before
the amplitude (w = 0.93wp) [15]. At this frequency, we expect the maximum amplitude
response to the tip-sample interaction. So we drive the cantilever a little below resonance,
typically around 300 khz.

When the tip feels the force from the sample, the cantilever oscillation is moved off

resonance and the amplitude falls. So if we maintain a constant amplitude of oscillation,
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then we have a constant tip-sample interaction, although the tip only feels the effect of
the surface at the downward extremity of its oscillation. Using this constant tip-sample
interaction, we can obtain a height image in a similar way to contact mode. This oscillating

cantilever method is termed tapping mode.

Phase Imaging and Instability

From the discussion above, we obtain [15] [86],

wwom

Q (s —v?)

tand = (4.5)

At resonance, § = 7. If, however the tip-sample interaction moves the cantilever away

from resonance, then we may rewrite equation 4.5 to give the change in 6, 66 [86],

_E_ -1 i N@
50—2 tan (Qa)N 2 (4.6)

where the surface-tip interaction is treated to a first approximation by changing &k to
a new effective value k¢// = k + o(r) where o(r) is a measure of the local viscoelastic
properties of the sample. This linear behaviour will hold for small perturbations only, but
we see that equation 4.6 gives rise to phase contrast imaging [86]. Since o is sensitive to
the material properties of the sample, if we record a phase image, where 6 is a function
of lateral displacement, we obtain a measure of o(r). However, interpretation of phase
contrast images is far from trivial.

The solution to the equation of motion of the oscillating cantilever is in practice rather
more complex than we have described here. Bar et al. [84] have shown that, for a given
set of parameters (sample viscoelasticity, amplitude of oscillation, driving frequency, etc),
there may be multiple stable states of oscillation with differing phase angles. Furthermore,
the oscillations can flip from one state to another, as a result of noise in the system, or

surface irregularities. So two identical scans can produce widely differing phase images
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[84].

Even during tapping-mode, a sharp tip becomes ‘dull’, as it is worn down by interac-
tion with the sample surface. Changing the tip shape drastically affects the sample-tip
interaction for polymeric materials [85] [87]. A sharp tip interacts weakly with soft poly-
mers above their T,, but more strongly with harder, lower T, polymers. Conversely, a
‘dull’ tip interacts more strongly with softer polymers [85]. So the phase contrast depends
on the sharpness of the particular tip used. Bearing these considerations in mind, at the

level of this work, we interpret phase contrast images in a purely qualitative way.

AFM control

So far we have considered the theory of AFM image formation. Here we describe how
the accuracy required is achieved in practice. To begin scanning, the oscillating cantilever
is lowered towards the sample. As the tip-sample interactions increase, the amplitude
reduces to some pre-determined value, and scanning is initiated. This amplitude set-point
is a fraction of the undamped amplitude. A smaller fraction corresponds to a larger per-
turbation and hence greater interaction with the sample. The amplitude of oscillation is
detected by the movement of a laser beam reflected off the end of the cantilever. The
reflected laser beam is detected by a photodiode, as shown in figure 4.7 [88]. During
scanning, a feedback loop is used to keep the location of the laser beam on the photodi-
ode constant. The specimen height variations required to achieve this are recorded as a
function of zy position [81].

The tiny displacements require the use of piezoelectric scanners, whose linear, reversible
range is limited [83]. The Digital Instruments Multimode AFM used (at Sheffield) has a
maximum lateral range of 100pm, which is quite sufficient for our purposes [56]. However
the maximum vertical displacement is 5pym, which can be a problem with larger silica
particles, of size ~ 10um. Furthermore, the lateral scanning of the stage is not absolutely
planar, as illustrated in figure 4.10 [83]. The stage is typically mounted on a piezoelectric
tube, segmented into vertical quarters, +xz, +y. The stage attached to the top of this
tube describes an arc, as shown in figure 4.10, rather than a plane as would be desirable.

This is referred to as cross-coupling [83]. It can be circumvented to some extent by image
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+X

Figure 4.10: The piezoelectric tube supporting the stage means that xy scanning describes
an arc, rather than absolute lateral displacement.

processing [56], as mentioned in chapter 6.

The cantilevers used here are etched from a single crystal of silicon, and have a spring

constant & of 20-100 Nm ™!, and nominal radius 5-10nm [56].

AFM operation

We have seen that AFM, like ESEM, is subject to a number of experimental parameters.
In addition to the amplitude set-point, the gain in the feedback loop controls the response
of the stage height control to surface roughness. A sufficient gain is required to ensure that
the tip remains in contact with the surface during scanning, but must be small enough
to prevent damage to the surface, or electrical noise dominating the signal. This is easier
at a slow scan speed, typically one or two lines of a 256 x 256 pixel image per second.
Furthermore, although phase contrast images tell us about the material properties of
the sample, their interpretation should be treated with caution. Essentially we look for
contrast variation in phase imaging, which we associate with the different viscoelastic

properties of the silica and polymer.
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Figure 4.11: The principle of Confocal Microscopy, in transmission mode. Light is focussed
into a point in the sample plane by the condenser lens. The confocal pinhole rejects all
light except that from the point in focus (dotted lines show out-of-focus rejection) [64].

4.3

Confocal Microscopy

Despite being proposed as long ago as 1957 [89], the potential of confocal microscopy
was not realised until the 1980s. In the meantime, laser light sources were developed to
compensate for the low illumination inherent in the technique, along with image-processing
software and the computer power required to run it. Confocal microscopy has two key
advantages over conventional optical microscopy: improvement in resolution and rejection
of out-of-focus blur, enabling 3D imaging of thick specimens [64] [90]. We can use confocal
microscopy to complement ESEM and AFM surface analysis by imaging the bulk of the
film. In this section, we give an overview of confocal microscopy and how it is distinguished
from conventional optical microscopy, before proceeding to discuss the technique in more
detail.

Image formation in the confocal microscope is unique because it uses both a point
detector and source. Figure 4.11 shows such an instrument, in which light is transmitted
through the sample. The figure shows that only a single point of light from the focal plane
reaches the detector: the confocal pinhole discriminates against light from all other points
of the focal plane, and from all out-focus planes [64].

The condition of a single point in focus requires that the specimen (or more usually,
the probe beam and pinhole) are scanned to produce an image. The fact that only a single

point contributes to the image at any one time means the overall intensity is very low.
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Figure 4.12: epi-illumination in confocal mode. The objective and condenser lenses are
the same, and the dichroic mirror allows the illuminating beam to pass through, while
reflecting the returning beam to the detector. Again, the dotted lines show the rejection of
out-of-focus light. [14].

The intensity of each point (and hence the rate of scanning) can be increased enormously
with the use of a laser light source. This is the confocal laser scanning microscope (CLSM)
[14] [64] . We see from figure 4.11 that if the confocal pinhole is removed, then all light
transmitted by the sample is collected by the detector. If the source is then made uniform
such that the entire field of view is illuminated, we have a conventional wide field (WF)
microscope without the ability to reject out-of-focus light.

Returning to the CLSM, if the specimen is scanned in the z, as well as the z and
y directions, a three-dimensional image may be constructed. This is not possible in a
WF microscope because of out-of-focus contributions to the image. In WF microscopy,
three dimensional images can only be indirectly produced from a number of thinly sliced
specimens.

In practice the transmission mode of figure 4.11 is seldom used. Epi-illumination is
used instead as shown in figure 4.12. Although this does not in principle effect the confocal
optics, alignment of the various components is far easier, as L; and Lo are replaced by a
single lens. Here we use the CLSM in epi-fluorescence mode. Regions of interest in the

specimen are labelled with a fluorescent dye, or fluorophore. These molecules are excited

!The CLSM referred to in this work is the Zeiss LSM 510
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Chapter 4 4.3: Confocal Microscopy

by a light source of appropriate wavelength, and then decay, releasing a photon of longer
wavelength [14]. We use a filter to reject light that is simply reflected (figure 4.12), whereas
fluorescent light is passed through to the detector. So the image produced is a map of the
fluorescent dye in the specimen.

Removing the filter allows reflected light to reach the detector, which we can use as
the signal. When operating in this reflection mode, the contrast comes from refractive
index mismatch in the film. We consider reflection mode in chapter 9. We now proceed
to discuss in more detail the key aspects of CLSM in the context of this work: image

formation, aberrations, digitisation and photobleaching.

Image formation and Resolution

In all the microscopes used here, the image formed is the convolution of some probe
with the specimen. In AFM, the probe is the cantilever tip [91], and in ESEM it is
the primary electron beam [70]. The dimensions of these are well below the lengthscales
we are interested in, so we may simply treat the probe as a J-function, and neglect the
convolution. Not so with confocal microscopy, as the size of the light probe is limited by
diffraction [14] [92] [93]. Fortunately, since diffraction is well described, we can find the
shape of the probe [93].

This shape is the point spread function (PSF) h(zg) [92]. We can then write the image

as the convolution of the PSF and the specimen function s(zg) [94] [95],

i(25) = h(z0) ® (o) = /0 h(wi — 0)s () do, (47)

where i(z;) is the image function and @ represents the convolution operation. zq is the
object space, z; is the image space. If we use a bright, sub-resolution object as a point
source, then we can regard s(zy) as a d-function [96]. An image of this point object is
then simply the PSF.

So any image formed is the superposition of a large number of PSF, one for each point in

the specimen. The resolution is then the smallest distance at which two point sources can
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be distinguished. An idea of the lateral behaviour of the PSF can be obtained analytically
[92] [93] [97]. From the work of Sheppard and Choudry [93], the lateral resolution in the
CLSM is around 0.14ym and from Wilson in [14], the axial resolution is around 0.7um.
Since i(x;) is the image which we measure, we can ‘deconvolve’ it with h(zg) to ob-
tain the original specimen function s(z). Although this operation is not mathematically
defined, a variety of computational methods have been developed [95]. We explore the
recovery of the specimen function s(xp) in more detail in chapter 6. One limitation of
image reconstruction is that it requires a high-quality image to start with. Silicas which
generate films of low clarity do not tend to result in high-quality images, as the intensity

falls off with depth due to attenuation and spherical aberration.

Lens Aberrations

So far we have restricted ourselves to the diffraction-limited case. Real lenses exhibit
deviation from this behaviour in the form of various aberrations. We classify these into
two types, wavelength-dependent chromatic aberrations, and monochromatic aberrations
which affect all light similarly. The most important form of aberration in confocal mi-
croscopy is spherical aberration, which occurs if we have refractive index mismatch between
the sample and the lens. In the Zeiss planapochromat lens used, the effect of other aber-
rations, such as coma, astigmatism and chromatic aberration is rather small. The reader
is referred to Pawley [14] for a more detailed discussion. We consider only the objective
lens, as it is by far the most significant part of the optics of a CLSM in epi-illumination
as far as aberration is concerned [14].

Spherical aberration is caused by non-spherical wavefronts produced by the objective
lens. If the specimen refractive index differs from that for which the lens was designed,
then we will find spherical aberration (figure 4.13). Oil-immersion lenses are designed for
a refractive index of 1.518 (n; in the figure). The refractive index of water is 1.33, so a
considerable shift in focal point occurs with aqueous specimens. This is exacerbated in
confocal imaging of thick specimens, because the path length through the region 79 in
figure 4.13 is increased compared to conventional WF microscopy [14] [98]. The actual

focal point z, and the nominal focal point z, are approximately related by
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Objective Lens

Figure 4.13: The shift in focus position caused by refractive index mis-match. The nominal
focus position would be obtained in the case n1 = o, but refraction at the interface moves
this to the actual focus position.

. _1(NA
tanay tan {szn (n_1)}
Zp = Zg = Zq (4.8)
tanas tan {sin_l (N—A) }
2

where a1 2 are defined in figure and N A is the numerical aperture of the lens 4.13 [98].

This change in focus position is accompanied by a reduction in intensity, and a ‘smear-
ing out’ of the axial intensity function. Hell et al. [98] showed that axial resolution in
particular is much reduced, to ~2pm by imaging through 20 pym of water. However glyc-
erol (n=1.47) shows relatively little loss of resolution, because at 1.47, the refractive index
is far closer to that of the lens (1.518). There is some loss of lateral resolution, but it is

rather less significant than the axial case. So the PSF is a function of imaging depth.

Here we expect the imaging of matt lacquers to tend more to the glycerol case, be-
cause refractive index matching of the lacquer with the silica produces a specimen with
a refractive index similar to that of glycerol. Moreover, the appearance of the disordered
silica structure is not expected to be hugely affected by the translation of the bottom of
the image by a maximum of 1ym [98]. Any measurements of volume fraction (equation
3.10) will be unchanged, as the entire image is simply translated. Likewise percolation

phenomena should also be unchanged. Of course, spherical aberration induced in this way
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is a fundamental aspect of any experiment, as the refractive index of the system observed
cannot in general be changed [14]. Therefore we do not treat spherical aberration and

note that in any case, all the images are affected in the same way.

Digital Image Acquisition

All microscopes used here digitise images as the end product of the scanning process,
so this discussion is relevant to AFM and ESEM as well. However, we consider CLSM
because we operate at the limit of resolution, so the prospect of oversampling is significant.

These digital images are comprised of pixels, representing each point sampled. The
digitisation process involves the loss of information, both in terms of the spatial dimensions
of each pixel (which should in principle be a point), and in the intensity recorded. Intensity
is recorded as an integer from 0 to 255, so turning a continuously varying analogue signal
into one of 256 grey levels results in a loss of information [14]. We minimise this by
ensuring that we use exactly the whole range from 0-255.

Since the resolution is limited, it is clear that having many pixels within a space smaller
than the resolution will simply lead to many pixels with the same value. This is referred
to as over sampling, and only results in more computer memory required to store the same
information. So what is the ideal rate of sampling?

The Nyquist criterion states that for non-periodic data, the sampling frequency should
be 2.3 times higher than the highest frequency in the data, to avoid any loss of information
[14]. Here we require that the pixel size should be 2.3 times smaller than the resolution. In
the case of 3D image acquisition, the discrepancy between lateral and axial resolution re-
quires a different sampling rate in the lateral and vertical directions. The optimum lateral
sampling rate is given by the Nyquist criterion and lateral resolution as 0.06umpixel ™,

and the axial sampling rate is 0.28umpixel L.

Noise

The low light levels inherent in confocal microscopy can result in noisy images. That is

to say, the values assigned to pixels may be inaccurate because a rather small number of
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photons have been counted to determine the grey level of the pixel. Photon counting is
governed by Poisson statistics. If there are n photons per measurement, then the chance
that the measurement lies within the range (n — /n) to (n + v/n) is 63%. So if n = 100,
there is a 63% chance that the error is less than 10%. However to improve the accuracy by
a factor of ten, a hundred times as many measurements must be taken. Noise introduced
by the fundamental process of photon counting is referred to as intrinsic noise [14].

Noise is also produced from the detector dark-current, electronic sources and stray
out-of-focus light. This noise is referred to as eztrinsic noise, and may be reduced by good
instrument design and experimental procedure [14]. The detector used is a photomultiplier
tube, which has a negligible dark-current. However, it has a fairly low quantum efficiency
of around 13%. This means that noise from the Poisson statistics of data collection is
increased compared to a detector with a higher quantum efficiency, such as a CCD [64].
So we would like to use a high laser power or long scan time, to maximise the counting
statistics. Unfortunately, we are limited by photobleaching (see below).

The signal to noise ratio is also influenced by the width of the confocal pinhole. Prac-
tical CLSMs can only be partially confocal, since a true pinhole would let almost no light
through. We can increase the signal by increasing the pinhole diameter up to one Airy
unit, which maximises the useful signal reaching the detector, accepting the loss of some

resolution [64].

Fluorescence Limitations

Fluorescence mode operation is limited by two factors:

(1) Photobleaching, which limits the total number of photons which can be counted to

around 10° per molecule.
(2) Excited state saturation, the maximum rate of photon collection.

At the dye concentrations used here, we find experimentally photobleaching is the limiting
factor.
Photobleaching is the irreversible loss of fluorescent activity which occurs from the

reaction of excited-state fluorophore molecules to a non-fluorescent product [14]. Typically
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this involves a route of decay to a non-fluorescent variant of the original ground state.
Since the excited-state molecules can react with one another, a lower concentration of
fluorophore may reduce photobleaching.

Bleaching is considerably worsened in CLSM, compared to WF fluorescence microscopy.
This is because collecting a series of xy images to produce a 3D image requires that the
probe beam be scanned laterally across the sample N, times where N, is the number of
pixels in the z-direction. For WF fluorescence microscopy, the probe beam need only be
passed across the sample once, so the effects of photobleaching are improved by a factor of
N,. Photobleaching depends on the rate of fluorophore excitation, and so may be reduced
with a smaller laser power, although this will result in a reduced signal-to-noise ratio. We
can also reduce photobleaching with a larger pixel size, retaining good counting statistics.
So like AFM and ESEM, there are a number of parameters which we must optimise: laser
power, scan time, pixel size and pinhole diameter. These we return to in chapter 8, and

are listed in the appendix, page 218.
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Beam damage in ESEM

Electron microscopy of ‘soft’ materials is limited by structural and compositional damage
from the electron beam. The information extracted from the specimen is thus limited by
the maximum electron dose which can be tolerated. This radiation damage can severely
restrict the size of structure which we can image since the dose increases with the square
of the magnification. Different materials show widely varying susceptibility to the elec-
tron beam. Metals show little damage, but saturated polymers such as our poly-butyl
methacrylate (PBMA) latex are very sensitive indeed [73]. In this chapter we investigate

radiation damage in ESEM, both experimentally and using computer simulation.

The presence of liquid water is known to increase radiation damage in ESEM [99] [100],
compared the conventional high-vacuum SEM. Radiation damage to hydrated specimens
can be minimised by adjusting the operating parameters, especially beam energy, for each
type of sample. This has been done for polypropylene by Kitching [100]. Like Kitching
we investigate the effect of beam energy on our PBMA latex in the hydrated state.

At a more fundamental level, the electron beam-specimen system can be modelled
numerically, to gain an improved understanding of beam damage, which is also followed

here. This can enable us to devise experiments which are less susceptible to beam damage.
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5.1

Background

The passage of the high-energy primary electrons (PE) from the beam imparts energy
to the specimen through ionisation, excitation and displacement. The excited or ionised
molecules may then undergo further ionisation or bond scission in the case of polymeric
or biological specimens. Chain scission in polymers alters the molecular weight, and the
smaller molecules produced may evaporate reducing the mass of the specimen. The free

radicals produced by ionisation and bond scission can then attack the specimen [73].

Radiation damage involving water has been studied for conventional SEM. Biological
specimens are frozen, and imaged at liquid nitrogen temperatures in Cryo-SEM. Under
irradiation, ice acts as a source of small, highly mobile free radicals which provide more
mechanisms for radiation damage [73]. Water in ESEM should behave in a similar way,
only here the mobility of reactive species is substantially increased in the liquid medium.

As a simplest case for a hydrated specimen, we consider pure water.

Electron-water interactions have been extensively studied through simulations [80]
[101] [102] [103] and experimental work [104] [105]. This has enabled the free radical
and ionic products to be quantified in the case of a single PE. The results of the simula-
tions can be applied to ESEM conditions, where instead of a single incident electron, there
is an electron beam. The number of reactive species is too large for individual particles to
be considered, so instead an averaging approach is used to find their concentration. This
is expected to determine the dominant damage-causing species produced in water, and

also their mobility.

First we present our experimental results, before reviewing electron-water interactions,
at the single-particle level. The application of these to ESEM conditions, with a many-
electron beam is discussed, with particular attention paid to approximations made. Next,
the model used here is constructed, and the main results are presented. It is worth pointing
out at this stage that the object here is not to provide a highly accurate description of

the system on the atomic level, but rather to determine main damage mechanisms and
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Figure 5.1: Beam-damaged hydrated films. The increase in beam damage from 8 keV (a)
to 12 keV (b) is clear. Bar=20 um.

identify how these may be minimised. We consider ESEM conditions to be a 5nA beam
[77], and compare the effects of beam energies of 5 and 25 keV, representing typical limits

of ESEM operation.

5.2

Experimental

We used an electroscan E-3 ESEM fitted with a LaBg filament to image matt water-based
lacquer. This is a PBMA latex with silica inclusions, the components are listed in the
appendix, page 216. The lacquer is held at 7°C and 7.5 torr chamber pressure to lie on
the saturated vapour pressure line and remain hydrated, as discussed in chapter 4, page
43. The working distance was set to around 7mm.

To beam damage the lacquer, we scan at 4000x original magnification for five min-
utes, before imaging a larger region to compare damaged and non-damaged regions. T'wo
such images are shown in figures 5.1(a) and (b) for beam energies of 8keV and 12keV
respectively. In both images we see that the central region can be distinguished from the
remainder, which we interpret as beam damage.

As expected from our considerations of backscattered and secondary electron (BSE

and SE respectively) in chapter 4, section 4.1, the brighter features are taken to be silica

62



Chapter 5 5.3: Electron-Water Interactions

PE energy Mean Free Path Mean range Normalisation % peam Pa(0,1)
(keV) Apg (nm) (R) (um)  constant 2A (dm—3) (Moldm~3s~1)

5 15* 0.461* 1.29 x 105 = 67.15

25 55* 7.0%* 3.70 x 10! ** 0.0191

Table 5.1: Parameters used for dkeV and 25 keV primary electrons. * from Hill and Smith

[80], ** from La Verne and Mozumder [106].

particles, with the exception of the line to the left of the central damaged region. This is

increased damage because the beam lingers on the left during its raster scan.

There is some evidence of liquid on the surface, particularly in figure 5.1(a), marked

as (1). This may be oil from the ESEM column, or condensed water. In either case, it is

absent from the damaged region, so is not thought to contribute to the beam damage.

From the size of the white line and the difference between the central region and the

undamaged remainder, it is clear that a 12keV beam energy damages the sample rather

more than 8keV, for operating conditions which are otherwise the same. We now move on

to a more theoretical perspective of beam damage.

5.3

Electron-Water Interactions

The passage of high-energy electrons through water has been studied through simu-

lations involving one PE. This electron undergoes a number of inelastic scattering events

by which it imparts energy to the water medium, and is eventually absorbed, after it has

lost sufficient energy [80].

The inelastic scattering events result in ionisation or excitation of the water molecules,

e +H,O — H20+ + 2e”
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e + HQO — HQO* +e (52)

These excited state water molecules may then decay into free radicals or ions, for example,

H,0* — H-+-OH (5.3)

H,0* — H}, + OH,, (5.4)

where the dots represent unpaired electrons [73]. Each inelastic scattering event typically
produces six reactive species in a space of a few nanometres [80]. These regions containing
reactive species are termed spurs. For electrons with energy of order 5-25 keV, the average
distance between these spurs (the mean free path) is large compared to their size as shown

in table 5.1 [106].

The reactive species then either recombine in annihilation reactions (table 5.2) or
diffuse away from the spur, where they are relatively unlikely to annihilate. Of course,
reaction with water is possible (table 5.2), but this simply produces more reactive species.
So to reduce the overall concentration reactive species must annihilate with one another.
Decay within the spur tales place on a timescale of 10719 to 10=%s [80]. Those species
that have not recombined at this time are termed the primary yield (table 5.3) [103]. The

whole process is termed radiolysis.
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Reaction Rate Constant x1010A7/—1s—1
1 OH+-OH — Hy09 0.45
2 ey tegy —  Hy +20H,, 0.5
4 OH+ey, —  OH,, 3.0
5 H-+OH- — Hy0O 2.0
6 H;l"q +OH,, — H0 14.3
7 H-.+Hy0, — HyO-+-0H 0.016
8 eyt Hl‘l"q — H- 2.3
9 e, t+H: — Hy+ OH,, 2.5
10 € T H>0- — OH;q + OH- 1.2
11 ey + O2 — 0Oy 1.9
12 ey, + 0Oy —  OH,, + HOy 1.3
13 e,y +HOq — HO; 2.0
14 H-+09 — HOg- 1.9
15 H-+05 — HO; 2.0
16 H- +H02 — H202 2.0
17 Hf, + 03 — HO; 5.0
18 OH-+05 —  OH,, + Oq 1.2
19 OH- +H02 — 02 + HQO 1.2
20 OH-+OH™ — HyO+0"- 1.3
21 H+ OH™ — H20 +eg 0.0021
22 OH-.-+HO3- — O9+HO, 0.0033
23 OH-+4+0"- — HO,5 1.8
24 OH-+HO; — O5- 0.75
25 e, +HOy — 20H,, +Hs 0.35
26 e, +07- —  20H,, 2.2
27 H-+0"- —  OH, 2.0
28 H,‘l"q +0". — -OH 5.0
29 H;q +HO, — Hy09 5.0

Table 5.2: Reactions and rate constants [80]. The final products are water, hydrogen
perozide and hydrogen gas.

Geag Gu Gom Gg+ Gop- Gmoo2 Gro,
2.0 0.8 1.6 2.6 0.6 1.4 0.11*

Table 5.3: G-values for the primary yield. The G-value is the number of species produced
per 100 eV of energy absorbed. Those used were obtained by Terrissol and Beaudre [103],
for a PE energy of 10 keV. * denotes values obtained for PE energy = 1 Mev by Hill and
Smith [80].
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5.4

From one electron to a beam

The essential task here is to apply the results for a single PE to a beam. Treating each PE
and all its products individually is not practical, so some averaging approach is desirable.

Here we discuss the differences between the single PE and beam, and how they may be
treated. We want to obtain a concentration for each species. As will be seen later, this is
fairly straightforward to determine from the primary yields. Furthermore, we will seek to
model the creation of reactive species as a smooth analytic function, giving concentrations
as formed by radiolysis. This section will argue that each species may be treated by
an average concentration, and that the spatial distribution in which they are formed is

approximately Gaussian.

A continuous concentration

In the case of a single PE, following spur decay, the residual reactive species are isolated,
as they have diffused away from the spurs into the bulk water. In this case, we expect
the concentrations to become uniform eventually, and that the primary yields are a good
starting point for further evolution.

Now these spurs are of finite size, and finite separation. So if enough PE are incident on
the sample, we expect the spurs to overlap. That is, two or more elastic scattering events
occur sufficiently close together that reactive species from different events can annihilate
with each other. In this case, we expect a more complete annihilation than in the single
PE case, as those species diffusing beyond the spur in which they were formed simply
find another spur where there are other species with which to react. This contrasts with
the reactive species produced by the single PE diffusing around the bulk, unlikely to find
other species to annihilate with. In order for the primary yields to be valid, we need to
show that spur overlap is not present, or at least not significant.

The highest beam current in ESEM is typically 5nA [77]. The timescale of spur decay

is 1071% to 107%, and in this time 3-30 PE arrive. In order to crudely determine spur
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Probe Beam
:25 Specimen Surface
’ PE tracks
A
g Spur
" Not to Scale

L 10nm —

Figure 5.2: At the point of contact between the beam and the sample, the angular scattering
of primary electrons is sufficiently small to be neglected, so the interaction volume may
be modelled as a cylinder (not to scale). A calculation of spur overlap may be made by
assuming each that incident electron (bold line) produces one spur (grey circle) within its
mean free path.

overlap, we calculate the volume occupied by the spurs as a fraction of the total volume
in the most irradiated region of the sample.

Clearly the most irradiated region is that directly below the electron beam. Since
forward scattering dominates at the energies considered [80], we can model this region as
a cylinder, whose diameter is equal to that of the electron beam, which is of order 10nm
[70], as shown in figure 5.2. The height of the cylinder is the length in which we expect
one scattering event, the mean free path. Within the volume of this cylinder, each PE

should produce on average one spur. The mean free path Apg is determined from

1
A\pp = —— (5.5)
onrt

where o is the scattering cross-section (taken from Hill and Smith [80]) and ny is the
number of scattering targets. Each spur is assumed to be a sphere of radius 3nm, whose
centre is located within the cylinder. This is consistent with the literature, which typically

assumes a few nanometres [80] [106]. The volume of the cylinder shown in figure 5.2 is
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equal to about 27 spur volumes, in the 5 keV case, and 98 for 25 keV PE, which suggests
some spur overlap, although it is not expected to be dominant. At greater depths, angular
scattering removes PE from the axial direction, so a treatment assuming no spur overlap
is expected to be reasonable to first order. From this discussion we see that using primary

yields (table 5.3) is appropriate for the level of this work.

The Gaussian interaction volume

The interaction volume is the region of the sample penetrated by the PE [70]. As men-
tioned above, PE scatter away from the initial trajectory, and a teardrop-shaped region is
formed [70] [106]. So further into the sample the motion becomes more isotropic and tends
towards a random walk. In fact the variation in mean PE range between the axial and
other directions is only a factor of 0.03 [106]. For a Gaussian distribution, we expect no
preferred direction. Since the axial direction is only slightly favoured, a treatment based
on a spherical Gaussian distribution is indeed appropriate for the level of this work. The
Gaussian interaction volume is centred on the point of contact between the sample and
primary beam.

Of course the hemisphere lying above the sample surface is not part of the interaction
volume, so we only treat the hemisphere below the surface, and normalise accordingly by
a factor of two. The standard deviation of this Gaussian is then the mean PE range, (R),
as determined by Laverne and Mozumder [106] (table 5.1). This introduction of spherical

symmetry allows a vastly simpler one-dimensional approach to be followed.

5.9

Mean Concentration Model

Having discussed our assumptions, we now construct a model to describe the system,
based on mean concentrations. The concentration profile of each species is produced in
a Gaussian distribution, and normalised as shown below. Further radiolysis increases

the concentration, which is evolved by the annihilation rate reactions listed in table 5.2.
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Concentration-driven diffusion is also employed to investigate the spread of reactive species
beyond the interaction volume. As mentioned above, we consider two beam energies, 5

and 25 keV and a current of 5nA.

The concentration of each species « is a function of time ¢ and position r, ¢, (r,1).

Spherical symmetry means r can be treated as a scalar, so the concentration is written
Da(r,t).
In order to determine the change in concentration produced by the primary beam, we

take the Gaussian envelope of the interaction volume,

o0 ™ 2T 7.2 9
A e ———— | r°drsinfdod® = 1 5.6
L1 e (o) (>0

with the normalisation constant

1
A= ———. (5.7)
[(R)(2m)2]?
This is doubled to take account of the fact that we only consider the hemisphere beneath

the sample surface.

The molar rate of PE absorption is the beam current, divided by the electronic charge

and Avogadro’s number, normalised at 7 = 0 by 2A4.

0 Ibeam
abeam%(o’t) = 2A—6Na (5.8)

where Ipeqr, is the beam current, e is the electronic charge and N, is Avogadro’s number.
This is then multiplied by the Gaussian envelope to obtain the molar rate of PE absorption

as a function of r,

0 o Tveam 72
abeamqﬁa(r, t) =24 N, exp (_—2<R)2> . (5.9)

In order to obtain values for other species, we take the primary yields listed in table 5.3.
Since these G-values give the yield per 100 eV absorbed, we multiply by 50 and 250 for 5
and 25 keV respectively. This then yields the concentration increase with respect to time.

There is considerable discrepancy in the literature concerning G-values. Those used here
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Species Diffusion Coefficient x10™°cm?s™!

€4q 4.5
H, 9.0
H. 7.0
-OH 2.8
OH, 5.0
Oy 2.1
05 - 2.1
o~ 2.8
H20, 1.4
HO, 1.4
HO5- 2.0

Table 5.4: Diffusion coefficients [80]

were obtained by Terrissol et al., because they were calculated for a PE energy of 10 keV

which is within the range used here, except HOy from Hill and Smith (table 5.3) [80].

The scheme of Hill and Smith is used to calculate the annihilation reactions, table 5.2.

The reactions are all assumed to be first order in each reactant,

9
ot react

da(r,t) pp(r,t) = —koo(r,t)pa(r,t), (5.10)

- areact

where k is the rate constant (table 5.1). The evolution of the ¢,(r,t) are advanced
according to the reactions listed in table 5.2. A fourth-order Runge-Kutta method is
used to find the change in concentration from annihilation reactions at each timestep

[107].

Diffusion

The concentrations of the reactive species are not uniform, so they follow the diffusion

equation,

— _ 2
Bty P21t = ~DV dalrit), (5.11)
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where D is the coefficient of diffusion, table 5.4, [108]. Since the system is spherically
symmetric, we only need the ¢,(r,t) in one dimension. From the central difference formula
[109], we can obtain the following expression for DV2¢, (7, t), where the ¢, (r, t) are defined

on an axis passing through the origin of a spherically symmetric system.

0

Ediff(ﬁa(r, t) ~

- % (%((n +1)1,0,0) — 2¢4(nh, 0,0) + ¢o((n — 1)h,0, 0))

- 2% (%((n +1)h,0,0) — ¢o(n(h — 1),0,0)) (\/7?? Tl n) . (5.12)

for the nth element where h is the spatial step size such that » = nh.

The detail of the derivation is given in the appendix to this chapter (section 5.8, page
82). The boundary conditions are chosen such that the origin is treated as a mirror
through which there is no net diffusion, and at large values of r the concentration tends
to its equilibrium value (see appendix).

The change in concentration is then found by

0

0
atotal (]504 (’I", t) o ¢a (T’ t)

(]504 (’I", t) ot react

Da(r,t), (5.13)

= — + i
Otbeam atdiff

which is numerically integrated to give the ¢4(r,t) in a forward finite difference scheme.
The length of the timestep is 10~%s, and the spatial stepsize h is 0.2 pm. This values gave
good stability in solving equation 5.13.

The time for which a particular part of the sample is irradiated is the dwelltime, t4.
This is dependent upon the area scanned (magnification), scan rate, and the size of the
interaction volume (beam energy). Typical dwelltimes for ESEM are in the range 10~ %s
to 10~ 2s, which are considered here. A calculation following equation 5.13 is carried out
where %beamqﬁa(r, t) is set to 0 for values of t > t4, and the system is allowed to relax.
The dwelltime is varied to simulate different operating conditions.

We model scanning as the beam dwelling on a succession of points for the dwelltime

ty. We consider each point in isolation, and assume complete relaxation between scans.
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Figure 5.3: Generic behaviour of reactive species concentrations in a water sample, show-
ing peaks for more reactive species, and continuous increase in HoOo and OH. 25 keV,
dwelltime = 10735

5.6

Results and Discussion

It is possible to give the results of this work in a variety of ways. Six dominant species are
considered at two beam energies, for a variety of dwelltimes. An overview is presented,

before attention is given to the effects of dwelltime, beam energy and particular species.

We begin by discussing the generic behaviour, for a 25 keV beam, with a moderate
dwelltime of 10™3s. At the point where the probe meets the sample (r = 0 for the spherical
Gaussian), the maximum rate of creation is found (equation 5.9). The time evolution is
shown in figure 5.3. As can be seen, the species evolve differently, but all decay for times
greater than the dwelltime, as the system relaxes. More reactive species, the hydrated
electron, hydrogen ion and hydrogen radical exhibit a peak concentration prior to the end
of the dwelltime. Others, such as the hydroxyl radical and hydrogen peroxide only decay

once irradiation ceases.
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Figure 5.4: The total quantities show similar behaviour to central concentrations (fig-
ure 5.3), although the timescale is rather longer for the same dwelltime, 25 keV,
dwelltime=10"3s.

These peaks are due to competition between annihilation reactions, diffusion and cre-
ation. Initially, the concentrations are very small, so annihilation is negligible and creation
dominates. After a certain time, the concentration is sufficient that the effects of annihi-
lation and diffusion exceed creation. At this point, the concentration begins to fall. The
time at which this happens depends on the particular species and beam energy.

The concentrations can be integrated throughout the system, so that an overall picture
of total quantity can be built up. Figure 5.4 shows the same beam energy and dwelltime
as that in figure 5.3. Comparison between the two shows a similar overall behaviour,
however the total quantity plot (figure 5.4) has a somewhat broader time-evolution. This
can be explained in terms of regions far from the centre. Fewer reactive species are
produced here, and since the annihilation reactions are second order (equation 5.10), they
are relatively less efficient. This means that it takes longer for the rate of annihilation to
exceed creation (neglecting the effects of diffusion). So this broadening and delay of the
peaks is not surprising. Further evidence can be seen from the rate of decay. The total
quantity decays rather slowly, because annihilation is much slower far from the centre.

This is further demonstrated in figure 5.5, a plot of the concentration profile of the
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Concenrotion (el am—3)

Figure 5.5: Time-evolution of the lateral profile of e, 25keV, dwelltime=10"3s. Note the

aq’
rapid decay in the centre, and much slower decay at low concentrations.

hydrated electron, for the same dwelltime and beam energy (10~3s and 25 keV). Here we
see that after irradiation ceases, the concentration falls to zero, except at the edges, where

two ‘horns’ are evolved. These represent very slow decay due to low concentrations.

Short dwelltimes

It has already been noted that at short dwelltimes the concentration is dominated by
creation, so it should increase linearly. In other words, the contribution from the second
and third terms in equation 5.13 can be neglected. This is shown to be true in the case of
figure 5.6, for a dwelltime of 10 %s, at 25 keV. The concentration of every species increases
linearly with time, in proportion to its G-value for times less than the dwelltime. After

irradiation there is negligible decay, as can be seen from the flat lines in figure 5.6.

Beam energy

For the same dwelltime as figure 5.3, the 5keV system shows a markedly different be-
haviour. The concentrations of all but hydrogen peroxide and the hydroxyl radical are
small (figure 5.7). Longer dwelltimes are further discussed in a subsequent section. Suffice

to say, the 5keV system evolves at a much faster rate than 25 keV, which we see in figures
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Figure 5.6: Early stages of radiolysis: all species increase linearly with time, in accordance

with their G-values (table 5.3). 25 keV, dwelltime = 1075
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Figure 5.7: For the same dwelltime as figure 5.3 (1073s), the 5keV system appears
markedly different. Central concentrations are dominated by -OH and HoO».
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5.8 (a) and (). These plots show similar generic behaviour to figures 5.3 and 5.4, although

the dwelltime is much shorter. The peaks for e,,, H- and qu are again apparent, along
with higher concentrations of HoO2 and -OH. Apart from the dwelltime, there are two

main differences:

(1) The central concentration for 5keV is around 50 times higher.

(2) Total quantities produced are far higher in the 25 keV case.

In fact, all these effects are the consequences of the main difference between the bkeV
and 25keV systems, the mean PE range. (R) is around fifteen times longer for 25 keV
PE, (table 5.1). This means that the interaction volume is around 3400 times larger in
the 25 keV case, since in our Gaussian approximation it goes as (R)3. So the primary
yield is spread over a much greater volume, and the concentrations are far lower for 25
keV, although this is offset to some extent since five times as many species are created
overall, from the increased energy absorption. The increased concentration for 5keV is
then a direct result of the shorter mean PE range as shown in figures 5.4 and 5.8 (a).

The concentration for 5keV (figure 5.8(a)) is very much higher when we consider the
fact that the dwelltime is only %th of the 25 keV dwelltime (figure 5.3). However when
scanning a sample, the dwelltime is related to the time taken to for the beam to pass
across the interaction volume. Since the 25 keV interaction volume is 15 times as wide
(table 5.1), we expect much longer effective dwelltimes in this case.

A low concentration regime also means that it takes far longer for annihilation and
diffusion to exceed creation, as we have already noted above. That annihilation is effec-
tively suppressed for 25 keV means that the total quantities present are far greater, and
the concentrations peak far later. The effect of the reduction in mean PE range is extreme
indeed. Excepting the central region, we expect the 25 keV environment to be far more

hostile.

Diffusion

It is not easy to decouple the effects of diffusion and annihilation. Both tend to reduce

regions of high concentration with respect to those of low concentration. However we can
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Figure 5.8: The 5keV system exhibits the same general behaviour as the 25 keV system, if
the dwelltime is reduced by an order of magnitude. Central concentrations, (a) and total
quantities, (b), both for a dwelltime of 10™4s.

solve equation 5.13 without a contribution from diffusion for comparison. Figure 5.9 shows
lateral profiles for 5 keV (a) and 25 keV (b) after 10~*s of irradiation with and without
the contribution of diffusion.

The central concentration of -OH has fallen by a factor of two as a consequence of
diffusion in the 5 keV case (figure 5.9(a)). There is only a small reduction in central
concentration from diffusion in the 25 keV case (figure 5.9(b)). Furthermore, we see that
the e,, is the most abundant species for 25 keV. The hydrated electron is produced at a
greater rate than the other species shown, the fact that it remains the most abundant at
this time suggests that annihilation reactions are not yet significant, and that the system
is still in the range of linear increase with time (figure 5.6). The apparent increase in
€49 concentration in the diffusing 5keV system (figure 5.9(a)) is taken to be a result of

decreased rates of reaction caused by lower concentrations of other species (eg H- and
-OH).

The variation here also stems largely from the different system sizes in each case. The
5keV system has a change in concentration two orders of magnitude greater than that
in the 25 keV system over %th of the distance. This enormous change in concentration
gradient is responsible for the different effects of diffusion.

Diffusion can also be followed with the time-evolution of hydrogen peroxide. Figure

5.10 shows the characteristic broadening and flattening of the concentration profile as
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Figure 5.9: Lateral concentration profiles after a dwelltime of 10~*s (5 keV, (a), 25 keV,
(b)). The thicker lines represent simulations with diffusion. No diffusion is plotted as a
series of data points.

a result of diffusion. Here the dwelltime was 1073s. Since we have already noted that

annihilation is not too significant for HoO4, this behaviour can be taken as evidence of

diffusion.

Dominance of the hydroxyl radical

We now turn our attention to the different species. The behaviour of e,

aq?

H. and Hj,
is straightforward enough. All are highly reactive, so the fact that they quickly reach a
concentration where annihilation exceeds creation is not surprising (figures 5.3, 5.4, 5.8 (a)
and (b)). Likewise OH_,. This species is reactive, but produced in fairly small quantities
(table 5.3) so it is quickly annihilated, mainly through reaction with the more abundant
qu. Recombination between these two species has a high reaction rate (table 5.2).

Hydrogen peroxide is not very reactive on this timescale (table 5.2), so its high con-
centration and slow decay is entirely reasonable. Indeed, in the reaction scheme of Hill
and Smith [80], it only reacts with the hydrogen radical (reaction 7, table 5.2). Since it is
also the product of -OH self annihilation (reaction 1, table 5.2), we expect to find HoO9
present in large quantities (figures 5.3, 5.4, 5.7, 5.8 (a) and (b)).

More interesting is the hydroxyl radical, which has a similar behaviour to hydrogen
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Cancenration (role\ den—2)

Figure 5.10: Time-evolution of lateral profile of HoOo 5keV, dwelltime=10"3s showing
diffusion at times longer than the dwelltime.

peroxide, although it is far more reactive, and so would be expected to react away. How-
ever, -OH is produced in significant quantities (table 5.3), and the routes of annihilation
are limited by the low concentration of other species. Self annihilation is possible but
the rate is rather slow, at 0.45 x 10'°A/~'s~! (equation 1 in table 5.2). This lack of
annihilation routes means that -OH has a high concentration, and is expected to be the
dominant damage-causing species. It is also relatively long-lived in water, again from lack

of annihilation routes, further increasing the potential for damage.

The Approach to Equilibrium

For longer dwelltimes, the system tends towards a steady state in the r = 0 region (figure
5.11). After the concentration peaks, annihilation is dominant but in a regime of falling
concentration rates of reaction are also reduced, so the concentrations tend towards an
equilibrium value. Diffusion also becomes more and more significant for hydrogen peroxide
and the hydroxyl radical by the time they have reached high concentration. Eventually, the
competition between annihilation and diffusion, and radiolysis tends towards equilibrium,
as shown in figure 5.11. The central concentrations are all largely constant after a dwelltime
of 1072s for the 5keV system.

The system as a whole does not approach equilibrium, as diffusion continues to spread
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Figure 5.11: After sufficient dwelltime, the central concentration tends towards a steady

state (5keV), dwelltime = 1072s.

the concentration profiles at all times. Additionally, far from the centre, we expect the

concentrations to simply increase at all times, and not to exhibit clear maxima, as anni-

hilation is less effective at lower concentrations (figures 5.5 and 5.10).

5.7

Conclusions

This simple first-order approach can determine the concentrations of reactive species in an

ESEM water sample. The environment is clearly a hostile one, so increased radiation dam-

age in the presence of water as found by Kitching [100] and Jenkins [99] is not surprising.

We expect and find that our PBMA latex is highly beam-sensitive. This is because PBMA

as a saturated polymer has limited mechanisms for energy loss [73] and the polymer-water

interfacial area is extremely large in the case of a latex suspension. We have seen that

water is a source of small, mobile reactive species, so latices will be especially sensitive to

beam damage.

The high concentration of the hydroxyl radical suggests that this is the dominant

species for sample degradation via free radical attack. The high concentration of -OH
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appears to be due (i) to its high primary yield and (ii) to the shortage of decay routes
available in the absence of other reactive species. Hydrogen peroxide is also present in

large quantities, but is relatively stable on the timescales considered here.

There is significant transport of the hydroxyl radical beyond the interaction volume
for 5keV PE. Although diffusion is much reduced in the 25 keV system, much more of
the sample is damaged in any case, because of the longer PE range. Not only does a 25
keV beam penetrate further into the sample, it also delivers five times as much energy
as a 5 keV beam, producing fives times as many reactive species. However, the reactive
species are more widely spread in the 25 keV case. This reduces annihilation, which is
concentration dependent. The reactive species thus have longer lifetimes in the 25 keV

system.

In practice, the beam current (set to 5nA here) is typically larger for 25 keV than
5keV, increasing the effect of beam energy further. It is clear that radiation damage is
much reduced with a lower beam energy, if the damage is due to quantity of species, rather
than concentration. As already noted, dwelltimes are also longer in the case of 25 keV,
as the beam takes longer to scan across the larger interaction volume, so the decrease in

damage by reduction in beam energy is expected to be very considerable.

This is in accord with the experimental results in figure 5.1, which show a significant
effect from a relatively modest change in beam energy. In our subsequent ESEM work,
we therefore minimise beam energy where possible. However we can only do this at the
expense of our signal to noise ratio. This is reduced in two ways: (i) beam current is
reduced at lower energies, as already noted, so we have a reduction in signal, although we
can counteract this to some extent with a longer scan-time. (ii) In ESEM, the increased
scattering cross-section at lower PE energies [80] [106] increases the electron density of
the probe beam skirt (see chapter 4). This reduces the signal-noise ratio considerably as

5keV is approached.
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5.8

Appendix: Diffusion Algorithm

We seek an expression for DVZ2¢,(r,t), to satisfy the right-hand side of the diffusion
equation (equation 5.11) where we have the ¢, (r,t) discreetly defined for a number of

elements.

In Cartesian co-ordinates,

V2¢ (z - 8_2 6_2 8_2 14
a ayaz) - ax2¢a($ayaz) + ay2¢a($ayaz) + 322¢a($,y,z)- (5 )

The finite difference scheme considers the sample as a number of cubic elements, of
separation h along the z-axis. %QSQ(T, t) for the nth element is found from the central

difference theorem [109], [107],

32

W(/)a(nh,o,ﬂ) ~ % (pa((n+1)h,0,0) — 2¢4(nh,0,0) + ¢o((n —1)h,0,0)). (5.15)

Boundary conditions are taken as a mirror at » = 0 through which no diffusion is
permitted. For large r (typically 100 pm) an equilibrium concentration is used. This is
set to 10~7 Mol for Hf, and OH,,, and 10 *? Mol for other species. The values for HJ,
and OH,, are taken for pH 7. Other values take the equilibrium concentration of -OH as
a guide to typical values of reactive species.

Considering cells adjacent to the z-axis (figure 5.12), the central difference method

yields 3‘9—;¢a (z,y, z) for the nth element along the z-axis,

H? 1
8—y2¢a(nh, 0,0) ~ ((;Sa(nh, h,0) — 2¢a(nh,0,0) + da(nh, —h, 0)). (5.16)

The values for ¢, (nh, +h,0) are found from linear interpolation (figure 5.12) of ¢, ((n+
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.

Figure 5.12: Adjacent elements to the nth element along the z-axis. Approximate values
of ¢(r,t) are found for the elements above and below the z-axis by linear interpolation
along the z-axis.

1)h,0,0) and ¢4 ((n — 1)h,0,0) to give

¢a(nh, h,0) = ¢o(nh,—h,0) =

% ((;Sa((n +1)8,0,0) — da(h(n — 1),0,0)) (\/n2 fi— n) h+ da(nh,0,0). (5.17)

Substitution into equation 5.16 gives

2

8—y2¢a (’I’Lh, Oa 0) ~

% (b ((n+ 1)1,0,0) — do(h(n — 1),0,0)) (\/n2 f1- n) . (5.18)

Since from symmetry,

0? 0?
8—y2¢a(xaya Z) = @¢a(wayaz)’ (519)

the contribution from diffusion is
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0

adz’ff(ﬁa(r’ B~
_ % (%((n +1)h,0,0) — 2¢4(nh,0,0) + ¢po((n — 1)k, 0, 0))

D
— 225 (dal(n +1)h,0,0) = a(n(h—1),0,0)) (V> +1-n) (5.20)
For the case n = 0, the z, y and z components are all equal by symmetry, and all three

axes are treated as a mirror. Although linear interpolation is only accurate to first order,

it requires only one-dimensional arrays for the ¢, (r,t), allowing a smaller element size to

be used.
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Chapter 6

Image Analysis

So far we have considered scanning microscopes as a source of images. We have regarded
these images as spatial variations of some signal, from which we can determine structure.
In fact we can go further than this, using numerical image analysis. Here we aim to
compare images quantitatively, and find means to probe the predictions of our model in

chapter 3.

Image analysis has essentially two facets [110]. Image processing, where we seek to
enhance the appearance of an image in some way, for example by increasing the contrast,
and numerical analysis, the extraction of the quantitative information we are interested
in. This numerical data requires the segmentation of each image, to isolate regions of
interest. Segmentation is applied via the use of a threshold, which selects pixels according
to certain criteria. Here we seek to explain each threshold, and to maintain the same

values throughout our analysis.

We consider image analysis for each microscopy technique in turn, explaining how and
why we invoke different methodologies in each case. We begin by considering silica struc-
tures in confocal microscopy, before moving on to surface silica measurements in ESEM
and surface roughness in AFM. We also examine a method for correcting attenuation in

confocal microscopy.

Since this image analysis is computational, representing images as arrays, extension
from a 2D to 3D analysis is relatively straightforward. Therefore we can easily handle 3D

CLSM images. Here all CLSM image analysis is three dimensional, whereas AFM and
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ESEM is 2D. The main problem with 3D analysis is 2D rendering. Here we typically print

out zy and zz planes.

6.1

Deconvolution in Confocal Microscopy

We have already considered image formation as a convolution of the specimen and the
point spread function (PSF) which describes the blurring introduced by the microscope
in chapter 4. Clearly in the case where this blurring is significant, it would be highly
desirable to reconstruct the original specimen function s(x¢) from the image function 7(z;)

which are related by the imaging equation, page 54, [95],

i(25) = h(z0) & (w0) = /0 h(wi — )3 () do, (4.3)

where @ represents the convolution operation. The blurring is governed by h(zo), the
point spread function (PSF) which is described by diffraction [14]. As the silica has
structure below the resolution of the CLSM, we are extremely interested in reconstructing
the specimen function s(zg) to reveal these fine details. We label the silica with fluorescein
isothiocyanate (FITC) as described in chapter 8, page 136, which produces a bright signal
when adsorbed onto silica.

Since i(x;) is the image obtained, we seek to ‘deconvolve’ it with h(zg) to yield s(zg).
We can obtain the PSF with a sub-resolution object, which we treat as a point source,
effectively a d-function [14]. This d-function then returns the PSF as its image, as shown
in figure 6.1 (a) and (b) for the Zeiss LSM510 used with a 63 planapochromat objective
lens fitted. The blurring is evident in the zy image by comparison with the scale bar. We
also note the difference between the xy and zz images, with a reduced axial resolution.

Unfortunately this deconvolution is not trivial. Conceptually the most straightforward
method is to Fourier transform the image function and divide this by the Fourier transform

of the PSF to obtain the Fourier transform of the specimen function [95] [112]. However
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(a)

”JJ’ “”

Figure 6.1: The point spread function obtained from sub-resolution polystyrene beads ob-
tained from Molecular Probes [111]. (a) zy image and (b) zz image. EM restored images
(¢) zy and (d) zz Bars=4 um. Here we have employed the artificial colour table shown
between (a) and (c) to enhance the contrast at low brightness.



Chapter 6 6.1: Deconvolution in Confocal Microscopy

this linear approach is severely limited by the noise inherent in any measured PSF (which
we can see in figure 6.1(a)) and also in the image function i(z;) [14] [95]. Rather better
results are obtained using Conchello et al.’s application [94] [113] of the expectation max-
imisation (EM) algorithm of Dempster et al. [114]. This iterative approach takes trial
specimen functions which approximate the true specimen function ever more closely. It is
described below.

We want to find the specimen function which is most likely to have produced the
image observed, given the PSF. The PSF can be determined numerically avoiding the

noise inherent in measurement [96] [97]. We can take a log-likelihood *

Clstao)i(z)] = - [ [ | ai ~ ao)s(an)dan ~ i(atog { [ e - wo)s<xo)dxo}] dz,

0
(6.1)

where we seek to maximise the likelihood of s(zg) given i(z;). This leads to the iterative

relation

D) _ Sl (20) /h(m—xo)f(”")) da;. (62)
EM Ho Jr 1®) (o)

(k)

Here 35,7,(70) is the estimate of the specimen function at the kth iteration and i*)(z;) is

the image of §%cz)v[(x0) given by

1) (25) = /h(wz‘ — 20) 3453 (w0)dzo, (6:3)
0

and the normalisation factor

'Since log(f(x)) increases monotonically with f(x), the value of 2 which maximises f(z) also maximises
log(f(x)) [109].
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Hy = /0 (o )dao. (6.4)

The iterative relation equation 6.2 works via a comparison of the real and estimated
images. If a pixel in the estimated image :(*) (z;) is darker than the corresponding pixel in

the true image i(z;), we assume that that same pixel in the estimated specimen function

§SEI‘€J)\/[(‘T0) is also too dark. The pixel brightness in the specimen function is raised for the

next iteration. This is reasonable as in general, dark regions in the specimen function lead

to dark regions in the image.

In other words, if %(i()m((;)o) > 1, (%) (zp) < i(zg), so the value of §%€J)\4(x0) is too low for a
given zy. The new §g;[1) (zg) is weighted with the factor %(Zk()“z?c)o)

new specimen function value is increased and the new (%) (xg) is closer to i(xg). In this

greater than unity, so the

way the EM algorithm proceeds towards the optimum specimen function. Figure 6.1 (c)
and (d) shows the effect of 100 iterations of the EM algorithm in the PSF in (a) and (b).
Both horizontal and vertical sections show a very considerable reduction in blurring and
noise. Figure 6.2 (a) (raw image) and (b) (EM restored image) shows the improvement
in resolution on dried lacquer with silica obtained by using the EM algorithm for 100

iterations.

However the EM method tends to introduce noise eventually [94], as we can see in
figure 6.2 (c), after 1000 iterations. It tends to accentuate small bright regions at the
expense of neighbouring darker structure. This reduces the signal to noise ratio, as noise

produces bright pixels which are then emphasised [94] [113].

We can make use of two methods to reduce this problem. These are referred to as
penalties, as they constrain each iteration. Equation 6.1 is then re-written to include a

new term,

M(s(zo)li(z:)] = Ls(zo)[i(x:)] — aR(s(z0)) (6.5)
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(e)

Figure 6.2: xy images of dried lacquer with AFS. (a) unreconstructed image, (b) EM
with 100 iterations, (¢) EM with 1000 iterations, (d) EM with 1000 iterations and a 0.01
roughness penalty and () EM with 1000 iterations and an intensity penalty of 10~7. The
background in the original image (a) is blue, corresponding to a value rather greater than
0, whereas the black background in the other images corresponds to a value of 0. In other
words, the EM algorithm tends to darken the background of the images. In fact, it darkens
the entire image, but here we have used contrast expansion (see section 6.3) for printing,

Bars=4 um.
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Chapter 6 6.2: Numerical Analysis

where M is the new log-likelihood functional, R is the penalty functional, and « is a

constant weighting factor. The Good’s roughness penalty has

R(s(zo)) = Rr(s(zo)) = /0|Vs(:1:0)|2d:1: (6.6)

which penalises rapid changes in s(zg), such as those introduced by noise. This tends to
blur the image. The effect of 1000 EM iterations with Good’s roughness is shown in figure
6.2 (d). The image shows some blurring at low light intensities compared to (b), with the
loss of fine structure. Since the Good’s roughness is essentially a blurring filter, this is not
surprising. We discuss the use of blurring filters in section 6.3.

A penalty which reduces very bright pixels in s(z) without blurring is Conchello’s

intensity penalty [94],

R(s(z0)) = Ri(s(a0)) = /0 ls(z0)]? da (6.7)

1000 iterations with the intensity penalty are shown in figure 6.2 (e).

This image shows slightly more fine structure at low intensities than figure 6.2(b),
although the images are very similar. Given the similarity in the results between (b),
(d) and (e), and the tenfold reduction in computer time for (b), we conclude that 100
EM iterations is the most appropriate for this work, where we compare relatively similar

images under very similar experimental conditions.

6.2

Numerical Analysis

Having obtained s(xg), we now wish to identify the silica within the image. Since the silica
is bright as we have labelled it with fluorescein isothiocyanate, we regard bright pixels as

silica, and dark as polymer matrix.
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Figure 6.3: Image histograms for images without silica (black line) and with silica (red
line). The threshold is shown for a value of four (dotted line). Clearly these image his-
tograms have a very large number of pizels with grey scale values of 0 and 1, suggesting
saturation. This is a result of the EM analysis, which biases pizels to low intensities. The
original image had a range of pizel values from 0-255, like figure 6.2 (a).

Thresholding

So we must select the bright pixels by choosing some threshold value of brightness in the
range 0-255. All pixels with brightness greater than the threshold are then treated as silica,
all below or equal to the threshold are taken to be polymer. The most straightforward
way to obtain a threshold is extract the image histogram [110]. This plots the number of
pixels as a function of brightness, as shown in figure 6.3, from a silica-free sample (black
line) and one line from a silica-containing sample (red line).

We see that the silica-containing sample has many more bright pixels. In fact without
silica, there are almost no pixels with a brightness greater than four, which we take as our
threshold. The pixels of brightness greater than four we then interpret as silica.

Thresholding is shown rather more quantitatively in figure 6.4. Here we plot the
fraction of ‘bright’ pixels as a function of threshold. We can see that the no silica (noise)
image has values in the range 5 x 1072 — 10~ for a threshold of four. We discuss further
noise reduction methods below. For now we require that the bright pixel fraction fraction

of a silica-free image should be < 1073, This we take as the residual noise in the system.
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Figure 6.4: The threshold is the black dotted line, at a brightness of 4 The fraction of
bright pizels as a function of brightness threshold. Lines are plotted for images of a silica-
containing specimen, and for a specimen without any silica (noise). The minimum cluster
volume to be treated as a silica particle is set to 1, 10 and 100 pizels in each case.

Having selected our threshold, we then segment the image into bright (white) and dark
(black) regions. The resulting two-level image is termed a binary image. The EM-restored
images in figure figure 6.5 (a) and (c) are segmented to produce the binary images in (b)

and (d), with the percolating structure (see below) are shown in red.

Cluster counting and percolation

To go further, we must identify the individual silica particles in an image. At this point,
it is important to distinguish silica particles and clusters. A silica particle is a real piece
of silica, and a single object. A cluster is a number of neighbouring white pixels in an
image, and may correspond to one or more silica particles which lie close together. Since
the silica particles are irregular in shape, it is not possible in principle to determine how
many particles contribute to each cluster.

We therefore deal with clusters in image analysis, and identify them by labelling each
one with a counting algorithm which is implemented as follows (figure 6.6). The image is
scanned, and if a white pixel (corresponding to a silica particle) is found, a new particle is

recorded. Neighbouring pixels are tested, and the algorithm moves to the first new white
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Chapter 6 6.2: Numerical Analysis

Figure 6.5: EM-reconstructed CLSM images of a lacquer containing AFS, (a) xy and (b)
xz, with binary images (c) zy and (d) zz. Although the red regions appear separated in
2D, our percolation algorithm reveals connectivity in 8D, as all red pizels are part of one
cluster. Bars=4 pm.
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Figure 6.6: Algorithm for counting and sizing clusters in a binary image where white
corresponds to silica, and black corresponds to polymer.
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Chapter 6 6.2: Numerical Analysis

pixel found. Here we define neighbouring pixels as those which share a face, an edge or a
corner, such that each pixel has 26 neighbours, which corresponds to 8-fold connectivity in
2D. The algorithm tests again for neighbours, and moves on if successful. Upon reaching
the edge of a cluster of white pixels where no white neighbours are found, the algorithm
returns to the previous site visited, and moves to the first previously unvisited white
neighbour, if possible. Eventually all possibilities are exhausted and the algorithm returns
to the first pixel visited and finds no new neighbours. In this way, all the pixels are found,
and by incrementing the cluster size for every pixel counted, the volume of each cluster
is determined. By labelling each cluster, the number of clusters in a given image may be
found.

Since we know the size of each cluster, we can further reduce noise. As noise manifests
itself as isolated bright pixels [110], then if we remove these we expect to reduce the
noise. By selecting different size for this minimum cluster volume (labelled as ‘minvol’ in
figure 6.4), we can determine a volume-threshold. From figure 6.4, we see that imposing a
minimum volume of 10 pixels reduces the noise by more than an order of magnitude for a
threshold of four. Increasing our minimum cluster volume to 100 pixels has little effect on
the bright pixel volume fraction, but we can significantly reduce the noise contribution to
the number of clusters, so we use 100 as our cluster volume threshold. The advantage of
this method of noise reduction is that it is non-blurring so does not reduce the resolution
of the image at all (see below). Clusters treated as silica particles are unaffected by this
noise reduction.

We test for percolation by comparing cluster labels on opposite sides of the image. If
two planes on opposite sides of the image share the same cluster label, then that cluster
must span the image. One such cluster is shown in red in figures 6.5(c) and 6.5(d).
Our cluster labelling enables us to investigate a number of percolation phenomena [58].
Since we have counted the clusters, we can explore this count as a function of silica
concentration. We can also determine the volume of the largest cluster, which we expect
to increase sharply at the percolation threshold.

To get an idea of the lengthscale of the largest (percolating) cluster, we turn to the
approach of Doi and Edwards for polymer chains [115]. We assume clusters to be entirely

disordered, so we take the radius of gyration R, as our lengthscale. We have
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Chapter 6 6.3: Silica extraction for ESEM

R =+ 3" N(R: ~ Reog)?), (6.8)

=1

with R; the location of the ith pixel in the cluster, N the number of pixels and the centre

of gravity Rcog defined by

Silica extraction for ESEM

We now turn to ESEM. The contrast mechanisms in ESEM (see chapter 4, section 4.1)
propose some key challenges for quantitative image analysis. Specifically these are the
difficulties of segmenting images and achieving reproducibility, and require a different
approach.

Contrast in ESEM, predominantly via the secondary electron cascade [78] is highly
sensitive to working distance, chamber pressure, detector bias and primary beam charac-
teristics. We can control the first three, with some degree of accuracy, but the variation
in the electron beam (spot size, beam current) is hard to control or measure routinely
[70]. Together, these mean that images of the same sample are not necessarily the same.

Important differences are often apparent in the image histograms.

Contrast enhancement

The most obvious way rectify differences in ESEM image acquisition is to use contrast
expansion [110]. This involves rescaling the image histogram such that the values lie

throughout the range from 0-255. This is done in figure 6.7(a), and we see the original
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Figure 6.7: (a) ESEM Contrast enhancement. The original image histogram (black line)
is stretched to fill all available brightness levels (orange line). (b)Limitations of brightness
thresholding for ESEM. These two image histograms were taken from identical regions of
the same sample, under almost the same imaging conditions. The use of a brightness
threshold here will give different fractions of bright pizels.

(black) line is stretched (red line) to lie along the whole range. This can increase the noise,

as we are constrained to integer values for the pixels.

Unfortunately contrast expansion does not always resolve differences in ESEM image
histograms. Figure 6.7(b) shows image histograms from two similar regions of the same
sample under similar imaging conditions. Both histograms have had contrast expansion
applied. The differences between the histograms are clear, with the whole line bodily
shifted along the z-axis. So were we to impose the same brightness threshold here, we
would expect different proportions of white pixels in each binary image, for identical

experimental conditions.

The numerical accuracy of a brightness threshold for ESEM images, is thus extremely
limited. Despite these considerations, contrast expansion provides a useful starting point

for processing ESEM images.
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Chapter 6 6.3: Silica extraction for ESEM

Gaussian noise reduction

Before considering other means of thresholding we discuss an important means of noise
reduction: Neighbourhood averaging [110]. We have already noted that noise is found as
isolated bright pixels. By modulating the brightness of each pixel with its surroundings

we can remove these bright pixels and reduce the noise in the image.

Naively we can sum the eight neighbours (in 2D) with the pixel we are interested in
and normalise by dividing by nine. This simple technique of neighbourhood averaging is

the equivalent of applying the kernel

1 11
Wi=]111][. (6.10)
1 11

This means modulating each pixel in the image I, ) to

i @TI (z+i,y+7)
) Zznj Wi

I, (6.11)
where the denominator is simply the sum of the kernel elements (nine in this case). m the

dimension of the kernel is here equal to three.

A variety of noise-reduction kernels have been developed [110]. Here we use a Gaussian
kernel of side five. There is some physical basis for using a Gaussian kernel, as we expect
noise to enter the system normally, although the standard deviation (0.625 pixels in this

case) and magnitude are not defined [110]. The Gaussian kernel used here is
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Chapter 6 6.3: Silica extraction for ESEM

(a) (b)

Figure 6.8: Original ESEM image of dried lacquer containing silica (a) and (b) following
Gaussian blur noise reduction and contrast enhancement. Bars=20 um
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The effect of this operator is shown in figure 6.8. We apply a Gaussian noise reduction
and contrast expansion to figure 6.8(a) to form (). Crucially, this spatial filter approach
to noise reduction implies some blurring (for example the Good’s roughness penalty in
deconvolution). This is because fine structure and noise are impossible to distinguish as
both have high spatial frequency. So we eliminate noise and inevitably some fine structural
details [110]. Note that we ignore the edges of the image following noise reduction, setting
a two-pixel boundary to 0, as we can not apply this Gaussian blur kernel at the edge of

an image.

Edge enhancement

Examination of figure 6.8 () shows us that silica is associated with variations in brightness.
Moving along the image from dark polymer to bright silica we would expect to encounter
a brightness gradient. Within the silica particles there are also changes in brightness, so

there should be a brightness gradient here too.
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Chapter 6 6.3: Silica extraction for ESEM

Figure 6.9: The effect of gradient and Sobel operators. 6% (a)and 6% (b) gradient images
and Sobel image (c) from figure 6.8(b). Bars=20 pm

If we could differentiate the image function I, 4y, we would expect silica to be asso-
ciated with non-zero values in a ‘gradient image’. We can differentiate with respect to x

and y, the kernels are shown below [110].

1 0 —1
ngz 2 0 -2 (6.13)
10 —1
1 2 1
Wor = 0 0 0 (6.14)
9y
-1 -2 -1

Gradient images of figure 6.8(b) are shown in figure 6.9 (a) and (b) for % and g—é

respectively. Here y is defined as increasing down the page; we start differentiating from
the top left-hand corner of the image.

Comparison between the original and gradient images show that bright areas in the
gradient images correspond to regions where the brightness is increasing in the x direction
(figure 6.9(a)) and in the y direction (). Decreasing image brightness produces a negative
value in the gradient image. Consequently in figure 6.9(a) we find the left-hand edges of
the silica particles and in (b) we have the top sides.

We can combine the % and g—; images, and make use of the negative values for the

right-hand and bottom sides of the silica particles by taking the square root of the sum of
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Chapter 6 6.3: Silica extraction for ESEM

the squares of the two gradient images with the Sobel operator [110]. This is defined as

8T, y)] = \/ (G%I(az,y))z ¥ ((%I(m,y)f. (6.15)

The Sobel operator produced the image shown in figure 6.9(c). Comparison with figure
6.8(b) shows that we have indeed found the edges of the silica particles.

Gradient thresholding

This Sobel image gives us a new means to detect silica, and hence a new form of seg-
mentation, gradient thresholding. Of course the Sobel image is brightest around the silica
particle edges, as that is where the gradient is largest. So just taking the brightest (greater
than 100) pixels produces the image shown in figure 6.10(a). Here we have only the edges of
the silica particles. Reducing the threshold to 50 increases the number of pixels identified
as silica. However the holes at the centres of silica particles remain (6.10(5)).

Examination of figure 6.8(b) shows that although the centres of the silica particles
show little brightness variation, they are typically very bright. So by selecting a stringent
brightness threshold (of 245) that eliminates all polymer, we can identify the centres of
the silica particles (figure 6.10(¢c)).

Combining the white pixels in figure 6.10 (b) and (¢) in (d) we have our final binary
image. Although there are some residual ‘holes’ in the silica particles, the vast majority of
the silica in figure 6.10 is identified successfully. By obtaining the fraction of white pixels,
we can obtain a measure of the proportion of surface occupied by the silica.

It is possible to use a ‘dilation’ operator where we add extra white pixels around the
edges of clusters to fill in the holes in the gradient threshold image only (figure 6.10 (b)).
Having filled in the holes, we can then use an ‘erosion’ operator to perform the reverse
[110]. However it was hard to distinguish the white regions that ‘should’ be joined together
and those which should not. We have found that our gradient and brightness thresholding

method gives the best results.
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Figure 6.10: Thresholding methods to isolate silica from the polymer background to produce
binary images from figure 6.8(b): Gradient threshold (100) (a), Gradient threshold (50)
(b), Brightness threshold (245) (c), and brightness and Sobel ((a)U(c)), (d). Bars=20 um
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Figure 6.11: ESEM gradient thresholding, comparison between polymer background (black
line) and silica-containing lacquer (red line). The dotted line is the threshold employed

(figure 6.10(d))
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Chapter 6 6.4: Contrast enhancement in CLSM

We determine the optimal gradient threshold in a similar way to our brightness thresh-
old for CLSM above. Plotting the proportion of bright pixels as a function of gradient
threshold for images with and without silica, we find that the polymer background image
(black line in figure 6.11) falls rapidly at a gradient threshold of 50. The silica-containing
image (red line) is rather less affected. As above, noise is further reduced by requiring a
minimum cluster size, this time of 10 pixels. This technique produces consistent repeatable

and quantitative results, as we will see in chapters 7 and 8.

6.4

Contrast enhancement in CLSM

In confocal microscopy we transmit light through the specimen. Highly transparent speci-
mens produce images of constant intensity with depth, subject to the constraints of spher-
ical aberration (chapter 4, page 55).

Here we consider images of specimens labelled with rhodamine, as discussed in chapter
9 page 172. Unlike FITC, rhodamine labels both silica and polymer, although there is
contrast between them. Less transparent specimens exhibit attenuation. For example
figure 6.12(c) shows decreasing brightness towards the bottom of the image.

We can quantify this by finding the mean pixel brightness as a function of depth (figure
6.13). Without silica, the brightness increases around the surface, as we begin to image
the fluorescently labelled film (black line in figure 6.13). Further into the film, there is
slight attenuation, but the mean brightness is fairly constant. By contrast with silica in
the lacquer the transparency may be reduced, as is the case here. The brightness now
falls off within the film, by a factor of ~30 in 22um, although the increase to the surface
is retained (orange line)

We can correct for this by linearly scaling each pixel such that each xy plane has the
same mean brightness, in a similar way to the contrast expansion above. Of course above
the surface of the film, the intensity is small. To avoid using contrast expansion here, we
determine the gradient of the mean brightness, as shown in figure 6.13. A positive gradient

shows that the brightness increases with depth, corresponding to an zy plane above the
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(a) (b)

(c)

Figure 6.12: Contrast expansion for attenuation in CLSM. (a) zy original image, (b) zy
contrast enhanced image, (c) zz original image and (d) zz enhanced image. The darkening
towards the bottom of the zz (c) image is alleviated in (d). The white line in (b) shows
the location of the plane in (c)and (d), the line in (d) shows the plane in (a) and (c).
Bars=40 pm
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Figure 6.13: Attenuation in films containing large amounts of silica (orange line), and no
silica (black line). The mean brightness is differentiated with respect to depth, to determine
the location of the surface (orange dotted line).
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surface.

So we require a negative gradient before we expand the contrast. This technique
is particularly effective for very rough surfaces, where the surface roughness exceeds the
vertical spacing between pixels. In these images it is hard to find the surface by inspection.

This contrast expansion is shown in figures 6.12(b) and 6.12(d). (b) is rather brighter
than (a), but the zz image (d) shows much more brightness towards the bottom of the
film, compared to (c¢). In the printing, some saturation is evident, as there are many pixels
with brightness greater than 255. Although this structure is lost in printing, it is retained
computationally by extending the range of pixel values beyond 0-255. We shall return to

the interpretation of these images in chapter 9.

6.5

Surface Roughness in AFM

Compared to ESEM and CLSM, AFM height images are relatively straightforward to
analyse. At the resolution we use here, the image is assumed to be an absolute map of
the surface, as the dimensions of the tip are well below the lengthscales we are interested
in here (figure 6.14). Every value in the image is the height at that location.

As noted in chapter 2 page 20, R, the surface roughness is given by

R, = lhy — hl (2.7)

with N the number of pixels in the image, h(;) the height of each pixel and h the mean
image height. R, is found using the proprietary software developed by Digital Instruments
[56].

Our major error here is the non-planar scanning, the cross-coupling, as mentioned in
chapter 4, page 50. This we can quantify using a single crystal of silica as a flat surface.

The R, in this case was 6nm for a 60 pgm scan, which we take as our error. The cross-
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2000nm

Onm

Figure 6.14: AFM surface map, of silica-containing lacquer with 2 um total vertical range.
R,=196nm. Bar=6 um.

coupling is largely rectified by the Digital Instruments Nanoscope III software [56].
Although it might be supposed that there is much more to extract from AFM than
surface roughness, as we shall see later there is a wealth of qualitative information available
from the technique. We could in principle construct a means of extracting the silica pixels,
but there are further considerations concerning ‘surface silica’ which we will address in

chapter 8.

6.6

Summary

We have developed a variety of analysis techniques to quantify microscope images, and will
return to these parameters in subsequent chapters. We have introduced the parameters
used in chapters 7, 8 and 9, of silica volume and surface fraction (confocal microscopy and
ESEM).

We demonstrated the ability of image reconstruction via expectation maximisation
to significantly enhance resolution in the confocal microscope. From the CLSM, we can
determine silica structure and observe percolation phenomena, such as cluster count and

maximum cluster size.
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Repeatable techniques have been developed for segmentation of ESEM images to find
the surface silica content. Using contrast expansions, we can offset some of the negative
effects of ESEM imaging and attenuation in thick samples in confocal microscopy, and we
have found a means of determining the sample surface in CLSM.

From AFM we can extract the surface roughness parameter R, with a high degree
of precision. As noted in chapter 4 page 50 we do not interpret AFM phase images

quantitatively.

108



Chapter 7

ESEM characterisation

In this our first results chapter, we describe the use of ESEM for the study of matt water-
based lacquers. We begin by describing sample preparation and mounting before pulling
together the ideas of chapter 4, section 4.1 and chapter 5 to ESEM optimisation. We pay
special attention to the optimised pumpdown for matt lacquers, discussing our parameters
and the potential for water loss during pumpdown, extending the work of Cameron et al.
[72].

This leads on to the techniques used in the experiments to image the lacquer film-
forming in-situ. We also consider the use of ESEM to determine some key properties of
the dried film, in particular the effect of film thickness.

We interpret our results in terms of the silica structure model of chapter 3, and use
the image analysis techniques developed in chapter 6 to extract quantitative information.
However this chapter is not meant to test the silica structure model. Its aim is to demon-
strate the unique abilities of ESEM in characterising matt water-based lacquers. We focus

on the silica structure model in the next chapter.
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Component Function % by weight in Supplier
formulation

Glascol C47 80nm PBMAT 71.4 Allied Colloids [59]
Latex Binder

Water 16.8

Tegofoamex 1488 Defoamer 0.1 Tego Chemie [116]

Degussa TS100* Matting Agent variable

Dowanol PnB Coalescing aid 3.81 Dow Chemical [117]

Dowanol DPnB Coalescing aid 1.90 Dow Chemical [118]

Tegofoamex 1488 Defoamer 0.05 [116]

Troysol LAC Anti Cratering Agent 0.5 Troy Chemical Co [119]

Glaswax E1 Surface enhancer 2.14 Allied Colloids[120]

Henkel DSX 1514  Rheology Modifier 0.8 Henkel [121]

Table 7.1: Formulation Recipe. The components are added in the order and amounts
shown. ' Poly butyl methacrylate. * The silica is varied between samples.

7.1

Sample preparation

The lacquers used have been produced according to a formulation described in the
Allied Colloids literature [59]. The ingredients are listed in table 7.1. Suppliers and
further information are given in the appendix, page 216. We pre-mix silica and water,
also the two coalescing aids. The components are then mixed together with a Cowles head
rotating at 1500 rpm.

We mix in the order and quantities given in table 7.1, with one minute separation
between the addition of each component. The silica is dispersed in the water prior to
addition to the mix. The formulation is then mixed for a further 15 minutes after the
addition of the last ingredient. Typically we produce 50 cm?® of lacquer, so we halve the
percentages in table 7.1 to obtain the desired weight in grammes. The density of all the
components (except the silica) is close to 1 gcm 3. The values given by the suppliers are
quoted in the appendix, page 217.

The work presented here pre-dates the silica structure model, so rather than adding

silica by volume, we used 2.5% silica by weight. Using equation 3.8 we have different values
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microapplicator
——» direction of movement
lacquer
d .- chromated Aluminium

0a--- heat sink compound

L brassstub
peltier stage

Figure 7.1: Schematic experimental set-up. Movement of the microapplicator leaves a wet
film of thickness dy on the substrate. The Chromated Aluminium substrate is mounted on
a brass stub. Heat sink compound is used between the stub and Chromated Aluminium to
ensure good thermal contact

of the parameter Tzz—sgl for the (unsieved) precipitated silica and agglomerated fumed silica
(AFS) studied here, of 0.480 (< 1) and 1.13 (2 1) respectively. This point is crucial to

consider when we come to interpret the effects of the film thickness variation.

ESEM requires almost no sample preparation [72]. However, good thermal contact
is important between the sample and Peltier stage. For repeatable results, we use a
microapplicator (figure 7.1). The microapplicator has a groove in the trailing edge. We
draw the film out by moving the applicator as shown in the figure. The nominal thickness
of this film is then dy as shown in figure 7.1, but capillary forces tend to reduce the film
thickness somewhat [122]. The microapplicator is 25 mm across, so a stub with a flat top
25 mm square was made, the base was machined to fit snugly into the ESEM Peltier stage
(figure 7.1).

Adhesion to smooth metal surfaces is poor in the case of the lacquers studied, so after
some work with an uncoated aluminium stub, we switched to a chromated aluminium
substrate. The chromate treatment is described in Wernick [123]. For our purposes,
the micro-roughness in the chromated aluminium surface promoted adhesion between the
lacquer and substrate. A brass stub was made, and the chromated aluminium attached to
it by a small bolt in each corner. This bolt also provided electrical earthing for the sample,
which (despite the ability of ESEM to image insulating samples) improves contrast. RS
heat sink compound was used to improve thermal contact (figure 7.1). We used applicators
with nominal thicknesses of 37, 75, 100 and 200 pm to vary the thickness of the films. For

in-situ film formation, we used a nominal thickness of 200 pm.
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7.2

ESEM Experimental

In ESEM we are concerned primarily with optimising three independent parameters: Beam
energy, chamber pressure and magnification. Our selection of pressure then gives us the
operating temperature by reference to the saturated vapour pressure (SVP) line for water
(figure 7.2). We now consider each parameter in turn.

The key result from chapter 5 was that we should seek to minimise the beam energy
to reduce beam damage, especially for repeated scans of the same area. Unfortunately
we are limited by the loss of signal at low beam energy (less than 5keV), by probe beam
scattering in the gas, so here we use 8keV. We have shown in figure 5.1 that this energy
reduces damage significantly, compared to 12 keV.

Our next consideration is the chamber pressure and temperature. Clearly the temper-
ature must exceed the minimum film-forming temperature (MFT) of the latex, or we will
not observe film formation. This is listed by the supplier as 0°C [59]. However the MFT
is not necessarily enough, as we shall see when we discuss the results of this work.

The lacquer is designed for use in ambient conditions, and ideally we would like to
replicate these in the ESEM. Of course this is not possible, as we have seen in chapter 4
section 4.1 that the probe beam scattering limits ESEM to a maximum pressure of around
10 torr. Above around 10 torr, so many electrons are scattered into the skirt that the
signal to background ratio is too low to produce images of sufficient quality.

Therefore we use a pressure of 7.5 torr, which gives a temperature of around 7.0°C
from the saturated vapour pressure line (figure 7.2). As we intend to use quite a high
chamber pressure we require a small working distance. This minimises the loss of signal
associated with the beam skirt. In practice we have typically 1mm between the sample
and the detector.

We select the magnification such that the largest features are well below the image size.
The largest silica particles are typically around 10 gym across, so an image of side 140 um

is used. We therefore expect each image to be representative of the whole sample, so that
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Figure 7.2: Saturated Vapour Pressure Line for water, reproduced from chapter 4. The
condensing and evaporating regimes are shown. Dotted lines show our conditions: 7.0° C
and 7.5 torr.

images from different locations are similar. This corresponds to an original magnification
of 800x, which we use for all ESEM work, unless otherwise stated.

Here we describe our experimental technique for drying experiments, applying the
considerations above. It should be stressed that drying in ESEM was experimentally
difficult to reproduce. The lacquer frequently dried too rapidly, leading to shrinkage and
cracking. The cool conditions required (7°C) also tended to promote cracking. We begin

by developing our optimised pumpdown.

Optimised pumpdown

We have not yet considered the effect of the pumpdown, the initial removal of air from the
sample chamber. During this period, the partial pressure of water vapour (around 12 torr
at room temperature and 50% relative humidity) [124] is reduced by a factor of around
100 during the pumpdown from 760 torr to 7.5 torr. In this analysis we draw heavily on
previous work by Cameron et al. [72].

This initial pumpdown can be very important in the case of latex suspensions, as

the low water vapour pressure causes a high evaporation rate. In fact there is a risk of
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all the water evaporating prior to imaging in thin latex suspensions. We can offset this
evaporation in two ways. Reducing the sample temperature by around 0.5° C decreases
the evaporation rate, and ensures that the total chamber pressure (air and water vapour)

does not fall below the sample SVP, which would result in boiling.

Secondly, if we add a drop of water on a part of the stage which is not chilled, then this
will evaporate preferentially to the sample during pumpdown due to its higher tempera-
ture. The increased partial pressure of water vapour will then help to reduce evaporation
from the sample. Since Cameron et al. did not consider this additional source of water
vapour, we extend their work to include it, applying our values of chamber pressure and

sample temperature to their model.

Extending the model of Cameron et al.

Here we review the main features of the approach of Cameron et al.[72]. ESEM pumpdown
consists of three stages. Initial pumpdown, flooding with water vapour and further pump-
down. The last two stages are repeated several times. Here we use eight flood/pumpdown
cycles. Finally the chamber is left in equilibration mode, where residual air is gradually
replaced with water vapour.

The pressure regime in each stage was described as follows. In pumpdown, the air
pressure P, and water vapour pressure P, in the chamber reduce exponentially at the

same rate, so

SRu(t) =~k (7.1
L po(t) = —ki Py (1) (7.2)
dt w w

where k1 is the time constant of the pumping system. In the flood mode, there is a residual

pumping, with time constant k3, such that
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9 Palt) = ~ksPalt) (7.3)

The change in water vapour pressure is given by

© Pu(t) = —ksPult) + ks (X (1) — Pult) ~ Pa(t) (7.4)

where X (7)) is the SVP of water at the water vapour temperature, which we take as room
temperature T, ko is the flooding time constant.
During equilibration, the overall chamber pressure, P.(= P, + P,,) is constant, but the

residual pumping continues to remove the air, so

d

g Fa(t) = —ksPa(?). (7.5)

To maintain a constant chamber pressure, this removal of air is compensated for by intro-

duction of water vapour,

& Pu(t) = ks Pa(t): (7.6)

The time constants ki, ke and k3 clearly depend on the type of ESEM used. They
also vary over time, depending on the efficiency of the pumps, flooding water temperature
and a number of other parameters. Changes in ambient relative humidity also effect this
pumpdown behaviour. Therefore we seek to determine a typical behaviour, rather than
an absolute prediction. Here we set relative humidity to 50%, room temperature to 25°C,

and use the k values determined by Cameron et al. [72]. These are listed below.

k1 =0.07s7!

ko = 0.02152 s~ !
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k3 = 0.00097 s~ L.

Cameron et al. determined the rate of water evaporation by a sample, according to

the following relation,

im = —kBTs % ex — <
dt ¢ 2mm PweTP kBTS

) (7.7)

where %me is the change in the mass of the water sample, kp is Boltzmann’s constant,
m is the mass of a single water molecule, p,, the density of water, ¢ the latent heat of
vaporisation of a single water molecule and T the sample temperature. We calculated
the value of & to be around 3180 at 7.5° C for values listed in Kaye and Laby [124]. We
assumed a surface area of lcm? to determine mass lost from the sample.

Equation 7.7 allowed us to determine the effect of a water source on water vapour
pressure during pumpdown. By assuming a surface area of 1 cm? and a specimen chamber

3. we could determine the contribution to the partial water vapour

volume of 8 x 1073 m
pressure from the evaporating water source. We assumed that the water drop evaporated
throughout the initial pumpdown, but had no effect thereafter. In effect the drop had
totally evaporated at the end of the initial pumpdown. We assumed the surface area and

temperature (7)) of the water source were constant.

Optimised pumpdown with a water source

The total chamber pressure is shown in figures 7.3(a) and (b) as a thick dotted black
line in each case. Comparison with the water vapour shows that with the water drop,
we need only three flood and pumpdown cycles until the chamber atmosphere is almost
entirely water vapour (figure 7.3(a)). Without the water source, we need rather more
cycles to achieve a satisfactory fraction of water vapour, as found by Cameron et al. [72]
(figure 7.3(b)). We also see a strong decrease in water vapour pressure during the initial
pumpdown without a water source. The pumpdown is slowed when we have a water

source, as the pumps must remove the additional water vapour from the sample chamber.
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Figure 7.3: Pressure as a function of time during our optimised pumpdown with (a), and
without (b) a water source in the sample chamber

The rate of flooding is also slowed, due to the reduced rate of water evaporation in the

flooding process at higher water vapour pressure.

In practice the behaviour is somewhere in between these two regimes, as it is very hard
to put such an exact amount of water into the sample chamber. It is important to ensure
that the additional water source evaporates completely during pumpdown. Any residual
water will alter the equilibration rates, because it continues to evaporate in equilibrate
mode due to its higher temperature. This forces the pumps to work harder to maintain
the equilibrium, which can result in the main rotary pumps being activated, altering
the chamber pressure significantly. Such pressure fluctuations effect the imaging process

through the SE cascade and can cause sample boiling in extreme cases.

The two pressure regimes are reflected in the evaporation rates, figures 7.4(a) and
7.4(b) with and without a water source respectively. We see that the initial pumpdown
results in the highest rate of evaporation in both cases, but that this is very much reduced
with a water source in the sample chamber. It is clear that much less of the sample will
evaporate if we have a water source. Note that the suppressed sample temperature (6.5°

C) results in condensing water (d;’;e > 0) at long times.

To remove the condensed water, we gently increase the temperature of the sample
until we identify silica in our images. It is very hard to image our latex spheres, because

they are both film-forming and relatively small. Film-forming latices do not exhibit much
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Figure 7.4: Rate of change of sample mass (equation 7.7) as a function of time with (a),
and without (b) a water source. This assumes a sample area of 1cm?.

surface topography, because they deform concurrently with water evaporation (see chapter
2, figure 2.1 and page 10) so there is little contrast in ESEM. So we record the drying
sequence from the first image in which we can detect silica, which gives us a somewhat
arbitrary starting point.

Our rate of temperature increase is important. We need to raise the sample temper-
ature, because at the end of our pumpdown procedure the sample is on the condensing
side of the SVP line (figure 7.2). There is a time lag between the set-point and the actual
sample temperature, so we risk overheating the sample and causing boiling if we heat it
too quickly. If we increase temperature very slowly, we will simply condense large amounts
of water, diluting the latex enormously. This entirely changes the formulation! Typically
we increase the temperature by around 0.1°C per minute until we can detect silica, and

then leave the temperature unchanged.

Drying outside the ESEM

The films of varying thickness were all dried prior to imaging. These samples were dried
at ambient temperature in a dessicator with phosphorous pentoxide dessicant. We used
a chromated aluminium substrate. The lacquer was left for 24 hours to dry. Although
interdiffusion (stage IV) was unlikely to be complete by this time, it occurs below the

lengthscales we are interested in (2 1um), so for our purposes it is reasonable to regard
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the film as formed after this time. Here we use the same imaging conditions as for the
drying experiments, 8keV beam energy and 7.5 torr chamber pressure, and as small a
working distance as is practical, typically 7mm which corresponds to ~1lmm from the
detector to the sample. As the films were already formed, we did not need an optimised
pumpdown procedure. The chamber was simply pumped to 1 torr and flooded to 10 torr
twice, and then set to 7.5 torr for imaging.

All samples for subsequent experiments have been prepared in this way, unless other-
wise stated. All ESEM work in this chapter has been carried out on an Electroscan 2010
fitted with a tungsten filament and GSED detector.

7.3

Film formation results

Here we discuss the results from film formation experiments carried out as described
above. Selected images from two drying experiments are shown in figures 7.5 and 7.6
for precipitated silica and AFS respectively. In both cases we see the transition from
a rather featureless aqueous dispersion to a film which we regard as ‘dry’, where silica
appears as bright compared to the polymer background. Upon removal from the ESEM,
the film was indeed dry as we discuss below. There is a significant difference between the
precipitated and fumed silicas (figures 7.5 and 7.6 respectively). The AFS has a more
uniform appearance, whereas the precipitated silica has a wider particle size distribution.

We see that individual silica particles in both sequences become easier to distinguish
with time. For example the particle marked as (a) in figure 7.5 grows larger and brighter at
longer drying times. Examination of this region shows some movement between the frames
in figure 7.5 taken at 15 and 59 minutes. This is a result of non-uniform drying leading to
shrinkage and/or specimen drift. This sample was cast on non-coated aluminium, so we
would expect the adhesion to be relatively poor.

In figures 7.5 and 7.6, the polymer background becomes darker with time. We attribute
this to water loss. Recall that in chapter 4 we associated a bright signal with the high

band-gap electronic structure of water [74].
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t=15min t=59min

Figure 7.5: Film containing precipitated silica drying in-situ in the ESEM. From an aque-
ous dispersion, the film dries to reveal silica particles. The area (a) shows how an indi-
vidual particle is revealed with time.
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t=16min t=350min

Figure 7.6: Film containing AFS drying in-situ in the ESEM. Like figure 7.6 there is a
general darkening with time, which is interpreted as loss of water.
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Figure 7.7: Schematic of silica in film forming aqueous lacquer. Stage I of latex film
formation corresponds to (a), where the silica is dispersed throughout the aqueous latex
suspension. (b) and (c) are the results of volume loss from water evaporation, and corre-
spond to stages II and III or II* of latex film formation (figure 2.1)

A schematic of this film formation process is shown in figure 7.7. Film formation is
here driven by volume reduction from water evaporation. Initially in figure 7.7(a), we
have an aqueous suspension with no structure accessible to ESEM. As water evaporates,
silica begins to perturb the surface and we expect to be able to image this structure with
the ESEM (figure 7.7(b)).

Finally all the water is removed and we have the dried film, in the sense that the
volume reduction due to water evaporation is complete. This process covers the latex film
formation process of chapter 2 section 2.1 from stage I to stage III or IT*. In fact (and
here lies a key weakness of the ESEM method) we believe the films dried only to stage
IT* inside the ESEM. Upon removal, the samples were not transparent. Where dried at
ambient temperatures, these samples were transparent (this topic is further discussed in
chapter 9).

An opaque latex is characteristic of stage IT*, where the voids between latex particles
have not had time to close as we discussed in chapter 2 page 10 [18] [19] [33]. It is
reasonable that this reduction in temperature to 7°C could slow the rate of deformation

enough that our latex could change from being film-forming at room temperature to non
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film-forming at ESEM temperature at least on a timescale of one hour. Although the MFT
is quoted as 0°C, this may assume a longer film formation time than we used. However
since the lengthscale of the latex and its interstitial voids is less than that of the silica, we

nonetheless proceed with our analysis.

Numerical Analysis

In this section we extract numerical information from our images, enabling further analysis.
We have explained in chapter 6, section 6.3 our procedure for obtaining the fraction of
pixels in an image corresponding to silica from an ESEM image.

Here we use a gradient threshold of 15 and our standard brightness threshold of 245.
To re-cap, this means that any pixel of brightness greater than 245 is taken to be silica
along with any pixel in the Sobel gradient image with a value greater than 15. We use
one pass of the Gaussian blur kernel (chapter 6, page 100) to reduce noise.

The fraction of pixels identified as silica (silica surface fraction) is plotted against film
formation time in figures 7.8 (a) and (b) for AFS and precipitated silica respectively. In all
cases we see an increase in silica surface fraction with time, as we would expect, although
the precipitated silica shows large variation between the two data sets. We assume that this
results from slightly different experimental parameters. Here solid data points correspond
to an uncoated aluminium substrate, unfilled points to a chromated substrate.

The different slopes of the data in figure 7.8 (a) are indicative of variation in evaporation
rates. The evaporation rate is hard to control precisely in ESEM. The drop in the two
data points marked as (h) in figure 7.8(b) is assumed to be sample movement. This data
set was produced from the sequence of images shown in figure 7.5 and we have already
noted some movement in this data.

We can also determine the number of clusters corresponding to silica particles in an
image as figure 7.9(a) and (b) show for AFS and precipitated silica respectively. In all
cases, this number increases with time, rather more quickly than the surface silica fraction.
In other words, all the silica particles present on the surface are identified quite early, after
around 10min. Further drying tends to expose more of these same particles, so the number

of clusters in the image stays roughly constant, but the total area of silica continues to
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Figure 7.8: Silica surface fraction as a function of drying time (a) AFS and (b) precipitated
silica, on uncoated aluminium (filled symbols) and chromated aluminium (unfilled symbols)
substrates.

increase.

The small peak marked (h) in figure 7.9(a) gives an example of the difference between
silica particles and clusters. When more of the particles are revealed, it can occur that
what were once identified as separate clusters are in fact part of the same particle, so the
total number of clusters falls off with time. We interpret the small peak (k) in 7.9(a) in
this way.

7.4

Film thickness results

ESEM images of films prepared with differing thicknesses are shown in figure 7.10. These
images are similar to those in figures 7.5 and 7.6 for long times. Again silica is bright
contrasting with darker polymer background. Precipitated silica is shown in (a) and (c),
AFS in (b) and (d). In the case of the precipitated silica, the change from a wet film
thickness dy of 37 um (figure 7.10(a)) to do = 200 pm (c) is not too significant.

By contrast the AFS has a very different appearance between dy = 37 um (figure
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Figure 7.9: Cluster count as a function of drying time (a)AFS and (b) precipitated sil-
ica, on uncoated aluminium (filled symbols) and chromated aluminium (unfilled symbols)
substrates.

7.10(b)) to dy = 200 um (d). Large regions of silica are evident in figure 7.10(b), which
are absent in the case of a thicker film which also has a more uniform appearance. This
difference is due to the fact that in figure 7.10(b), the dry thickness of the film is of order
10 pum, since the wet thickness is ~ 37 pym. Given the solids content of 0.35, we expect
a roughly threefold weight reduction during film formation, from the similar density of
the wet and dry films. Now this 10 pum thickness is comparable to the size of the silica
particles, so they may be squeezed between the film surface and the substrate during
drying. Conversely in the thicker film, the silica particles have rather more space in which
to pack during film formation, and so need not perturb the surface of the dried film as
much.

Here we recall that the precipitated silica sample has %%L = 0.480 < 1 and the AFS
has %%L = 1.13 2 1 in these experiments. This interpretation is shown schematically in
figure 7.11. Figure 7.11(a) corresponds to figure 7.10(a). 7.11(b) to 7.10(b) and so on. In
the case of the low silica concentration (figure 7.11(a) and (¢)), we see that in both cases
there are isolated silica particles perturbing the surface, and that there is little change in
the surface between the thin and thick films. This is borne out in figure 7.10(a) and (c)
where there is little film thickness effect on the surface.

Conversely in the higher silica concentration, figure 7.11(b) and (d) we may have the

network disrupted because the silica is not uniformly distributed. Instead, some regions
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Figure 7.10: Film thickness variation in the ESEM. Precipitated silica (a) dy = 37um and
(c) do = 200um and AFS (b) dy = 37umand (d) do = 200um. Although the precipitated
silica shows little change, the AFS surface is strongly influenced by film thickness. Bar =
50 um
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(@)

(d)

Figure 7.11: Schematic of film thickness variation. (a) ‘thin’ film for Tn—”é’ <1, (b) ‘thin’
fitm for Tsit ~ 1, (c) ‘thick’ film for st <1 and (d) ‘thick’ film for s ~ 1

mo mo

are silica-rich, whereas others are devoid of silica. We expect this to happen if the size of
the silica particles is comparable to, or exceeds, the film thickness. So the thin films have
large silica particles and spaces between them, and the thicker film have a more uniform
structure as shown in figure 7.11(b) and (d).

A further argument relating to this work is the mechanical behaviour of the silicas.
Precipitated silica is quite robust, but we expect AFS to collapse rather than break the
surface during its film formation. This stems from the mechanical properties of the silicas,
AFS aggregate particles are only loosely held through hydrogen bonding, whereas precipi-
tated silica is more firmly bound through covalent bonding (chapter 2 section 2.3). So the
surface of the thicker AFS film (figure 7.11(d)) is quite uniform due to the collapsed silica
structure, but in the thin film case (b) collapse may be limited by strong local fluctuations
in concentration. Specifically, silica-rich regions may be too concentrated for complete
collapse, so we see the partially collapsed particles perturbing the film surface.

We also note that these large particles in figure 7.10(b) are typically quite bright.
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This suggests that there is increased surface roughness in these regions, in contrast to the
collapsed, polymer-covered structure in (d) which has comparatively few bright features.
We develop these concepts further and present evidence for polymer coverage of ‘surface’

silica in the next chapter.

Numerical Analysis

Here we extract our quantitative measures from the images in figure 7.10. We use the
same parameters as above for the film formation data. Numerical analysis shows us some
interesting trends. Each point on these plots is the mean from typically six samples, with
the error bars the standard error.

The surface silica fraction falls off for both AFS and precipitated silica with increasing
film depth (figure 7.12). At all depths the AF'S has a higher silica surface fraction than the

Mgil :
peplt corresponding to a greater

precipitated silica. This we relate to the higher value of
bulk volume of silica, which we discuss in detail in the next chapter. In thicker films, the
silica particles have more freedom to pack so that they remain within the film and do not
perturb the surface. So the decrease in silica surface fraction with increasing film depth

is not unreasonable. We also note that the error bars in surface silica fraction are quite
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Figure 7.13: Maximum cluster area as a function of film thickness. Inset re-plots the
precipitated silica data with an expanded vertical scale.

small, showing little variation in the data. This suggests that the film surface is fairly
uniform, as each image is taken from a different area. So a single scan may be taken as
representative of the sample, although we typically take six scans per sample.

We can also determine the area of the largest cluster in each image (figure 7.13).
We see the dramatic decrease in large cluster area for AFS, in accord with the images
and our discussion on surface perturbation in thin films. However the very large AFS
particles could be neighbouring particles treated as one single particle by the image analysis
software. The expanded scale shows that precipitated silica also exhibits the same trend,
although rather less dramatically.

If we count the clusters, we have two competing trends. The cluster area (at least for
large clusters) reduces with increasing film depth, so we expect the number of clusters to
rise for a given surface silica fraction. However the surface silica fraction falls as a function
of film depth, reducing the number of clusters, for a given cluster size. In the case of AF'S,
the size reduction dominates, so the count rises with depth, as shown in figure 7.14. In

precipitated silica however, it is the other way around, as the cluster size reduction is
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Figure 7.14: Cluster count as a function of film thickness. The competition between cluster
area and surface silica fraction leads to different behaviour between the two silicas.

much less marked. Consequently the number of clusters falls off with film thickness.

7.5

Conclusions

In this chapter we have seen how ESEM may be used to image the lacquer drying in-
situ. These experiments required a special pumpdown procedure, which minimises sample
evaporation in the initial pumpdown. We have shown that the inclusion of a water source
in the sample chamber significantly reduces evaporation during pumpdown.

Our results show that film formation is a gradual process from an aqueous suspension,
producing little contrast in ESEM (stage I in latex film formation) to a dry film in which
we can distinguish silica. However we do not believe that the film formation process is
complete, as the samples were opaque upon extraction from the ESEM. This is indicative
of stage II*, which we put down to the cool film-formation conditions in the ESEM. We
have interpreted the results in terms of the silica structure model developed in chapter 3.

We have also analysed our results numerically. Although these numbers can only really
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be treated as semi-quantitative due to variation in experimental parameters, they provide
good insight into film formation for matt water-based lacquers. In particular we see that
the number of silica particles on the surface rises quickly, with further increase in drying
tending to reveal more of these same particles.

We have also investigated the effect of film thickness. The quantitative results here
are rather more accurate, and we will see that they are consistent with further work. The
surface silica fraction reduces with increasing film depth, suggesting that in deeper films,
more of the silica is concealed as it has more space in which to arrange itself.

In thin films, we see that the silica distribution is less uniform, leading to local fluctua-
tions in concentration. This occurs when the film thickness falls below the size of the large
silica particles, and is much more marked in the case of AFS. So we see large particles in
the thin film, which are hidden in thicker films. This means that we actually see a greater
number of distinct clusters in thicker films with AFS.

From this chapter, we conclude that

(1) We have improved the optimised pumpdown procedure of Cameron et al. [72] for

hydrated samples sensitive to water evaporation.

(2) ESEM can follow one region of lacquer throughout film formation, although it is
limited to stage IT* here.

(8) During film formation the tops of silica particles are revealed first by the receding

latex matrix.
(4) Film formation can be interpreted in terms of the silica structure model.

(5) Reducing the film depth to a lengthscale similar to the silica particles strongly in-

fluences their packing.

(6) despite generic similarities, AFS and precipitated silica show different surface mor-

phologies.
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Chapter 8

Testing the Silica Structure Model

In this chapter we discuss the verification of our silica structure model (chapter 3). We
re-cap on the main predictions of the model, and explore how the microscopy techniques
may be used to probe various properties of the model.

We then describe the results and, where appropriate, the methodology of each experi-
mental technique. Particular attention is paid to fluorescent labelling of silica for confocal
microscopy and image analysis techniques for percolation phenomena, as discussed in

chapter 6, section 6.4.

8.1

Model Predictions

So what are the key predictions of the model and how may we access them? The funda-
mental assumption is that at some critical mass fraction of silica (which we denoted by
myg), the bulk volume of silica powder equals the volume of dried lacquer (polymer and
silica). We would expect to find a percolating silica structure at our critical silica loading,
where ¢t = 1. This is shown schematically in 2D in figure 8.1(b) (reproduced from
chapter 3). In reality, we have percolation in 3D so our 2D representation is schematic.
Percolation is necessary but not sufficient for the self-supporting structure, which exists

in the dry powder and corresponds to Tn—s(’)’ = 1. In other words, the packing at the
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Figure 8.1: Schematic of the model of silica structure within dried lacquer reproduced
from chapter 3. The low concentration regime (a) (T2 < 1), critical mass of silica (b)
Tn—’é’ = 1), and two possibilities for ";;g’ > 1, with silica densification from a collapsing
silica structure (c), or increased surface roughness and possible void formation with more

robust silica (d).
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percolation threshold need not be as dense as in the dry powder. So we may see the

percolation threshold at a lower silica loading than the critical mass, Tfn—sé’ =1.

Below the percolation threshold, we expect the silica particles to be isolated, as shown

Msil

in figure 8.1(a). In this regime, and for s

< 1, we have

¢ rpt, (3.10)

mo

where ¢ is the silica volume fraction, corresponding to silica particles and internal pores,
and p is a packing fraction.

At high s, we have two extremes. Densification (figure 8.1(c)) occurs when the
silica structure collapses during film formation. Here we expect equation 3.10 to hold
for %%L > 1, but of course ¢ < 1, so the linear behaviour of ¢ with respect to %%L
will be limited. Alternatively the silica may have sufficient mechanical strength that
above Tn—sél ~ 1 no collapse occurs, figure 8.1(d). This second case corresponds to a
transfer from silica supported by the film (figure 8.1(a)) to polymer adhering to a robust
silica structure. Here we expect a dramatic increase in surface roughness, which may
be accompanied by air voids (shown in black in figure 8.1(d)) on the scale of the silica
particles. This surface roughness behaviour and void formation correlates with the critical

pigment volume concentration (CPVC) model of Asbeck and van Loo [48].

Accessing the model

We now consider how the various predictions may be accessed using microscopy. The bulk

technique of CLSM is central to verifying our model. By finding the silica volume fraction

Msilk we can test equation 3.10. Here we expect a uniform increase in

¢ as a function of
mo

¢ with Trf;l’ given that ¢ < 1. ¢ is simply the fraction of pixels identified as silica in a
given image, so it is easy to obtain through segmentation. By segmenting each horizontal
slice separately, we can also obtain the depth profile of the silica volume fraction, ¢(z). In
particular this will tell us if the silica is randomly distributed, as we have assumed or if

there is some surface segregation.
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We can also explore percolation phenomena. Using the cluster labelling methods dis-
cussed in chapter 6, page 93, we can determine whether a single cluster spans the image,
by comparing different cluster labels on each side of the image. Testing for percolation at
different %%L allows us to identify the threshold.

We also investigate percolation by counting the labelled clusters. At low silica volume

fraction, (T2l < 1) we expect isolated particles and that the number of clusters should be

Mgl

L. As the silica volume fraction increases we find clusters correspond to two or

linear in

more silica particles. The number of clusters thus rises more slowly as a function of mm—so“,

m

eventually reaching a peak. At high ms;l, almost all the silica particles are joined, so the

count should approach unity [58].

We now consider the cluster with most pixels. Here we expect a dramatic increase in the
number of pixels around the percolation threshold. As we work at constant magnification,
we can evaluate this number of pixels in ym? as the pixel volume is 1.7 x 10~3m3 for the
set-up chosen. We can also determine the radius of gyration, R, of the largest cluster.
Like the volume of the largest cluster, the radius of gyration should increase sharply at
the percolation threshold. R, should be limited by a value characteristic of the system
size.

These percolation phenomena can be simulated, by randomly populating a cubic lat-
tice. Treating this lattice as an image, we can determine cluster counts and maximum
cluster size, and then compare with the experimental data. Of course we expect some dif-
ferences, as we randomly populate the lattice with single pixels, whereas the silica particles
occupy many pixels and are not cubic in shape.

At first glance it may seem that we only need confocal microscopy to test our model.
Not so. The surface techniques of AFM and ESEM each have vital contributions to make.
First, we expect surface roughness to increase sharply around the point where the silica
structure is formed. Compare the flat surface of figure 8.1(a) and the roughened surface
in (b) along with that in (d). We expect to differentiate this behaviour with ESEM and
particularly AFM.

A further and more subtle consideration requires the use of surface techniques. Con-
focal microscopy requires highly transparent samples. Franklin’s work showed that this

certainly depended on the type of silica used, with agglomerated fumed silica (AFS) being
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especially transparent (low haze in the parlance of Franklin)[17]. Now silicas exhibiting
lower transparency produce poorer quality images with confocal microscopy, which is es-
pecially apparent at high silica concentrations, so it is hard to extract the silica structure
for these samples. We explore the optical properties in more detail in chapter 9.

ESEM by contrast can image almost any sample, so we can analyse the surface of any
dried film containing silica. Analysis of ESEM images gives us a measure of the surface
silica fraction. As we have based our model on bulk silica volume fraction, we can see
if silicas of differing densities have the same behaviour and test this volume dependence

assumed in the silica structure model.

8.2

Confocal Methodology

To image silica in the confocal microscope, we need to label it with a fluorescent dye. We
have worked with two dyes and tested a variety of labelling techniques, which we discuss
here.

We noted in chapter 2, page 16 that the silica surface is negatively charged in aqueous
suspension. This would suggest labelling with rhodamine 6G, a cationic dye in the form of
a chloride salt. Rhodamine is readily soluble in water, which has two effects: (i) labelling
the silica is trivial, as we simply disperse the silica in rhodamine solution instead of water
prior to mixing, (7i) the dye leaches into the aqueous solution, so when the film is formed,
the polymer is also labelled. Although the silica and polymer are easy to distinguish, the
labelled polymer creates an undesirable background signal. However we use this labelling
of both silica and polymer to our advantage in the next chapter.

Here we instead use fluorescein iso-thiocyanate (FITC) obtained from Molecular Probes,
which labels only silica [125]. FITC in the polymer matrix does not produce a strong flu-
orescent signal. Since FITC is only sparingly soluble in water, a variety of methods were
investigated to introduce enough FITC to the lacquer to give a strong signal. FITC dis-
solves readily in alkaline solution and a variety of organic solvents so we prepared samples

by dissolving FITC in dilute sodium hydroxide, ethanol and acetone. In each case, the
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silica was mixed with the FITC solution prior to incorporation in the formulation. The
remainder of the preparation was the same as that described in chapter 7. As expected,
all three solvents showed brightly labelled silica against a dark polymer background, with
the acetone and alkaline solution producing a somewhat stronger fluorescent signal than
the ethanol.

Of course we seek to use a labelling technique which affects the lacquer as little as
possible. For example, it would not be desirable to incorporate acetone in the formulation,
as it may interact with the latex binder during storage. To this end, we choose the alkaline
solution as a vehicle for FITC labelling. As noted in chapter 2, page 12, acrylic latices can
be formulated in alkaline conditions [39], which is the case here. The pH of the lacquer is
around 10, so the inclusion of 1 drop of 0.1 molar NaOH containing the FITC label should
have little effect in a 50cm? sample.

However care must be taken with labelling such that any changes observed are due to
the silica and not the dye. Furthermore, we must ensure that all the silica is labelled and
that the structure we observe is real and not artifact. To do this, we work almost exclu-
sively at one FITC concentration. We add 1.5mg of FITC per 50cm® sample, dissolving
the FITC in one drop of NaOH solution. In this way, any changes are related to the silica
and not the FITC.

We test our labelling by varying the dye concentration while the rest of the components,
especially the silica, are fixed. The results for agglomerated fumed silica (AFS) with
Tn—sél = 0.94 are shown in figure 8.2. It is clear that a variation in dye concentration of two
orders in magnitude does not enormously affect the fraction of pixels identified as silica,
determined using a gradient threshold of 40. The gradient threshold technique used here
is relatively insensitive to the widely varying amounts of noise in the images, due to the
different labelling strengths. So using a FITC concentration of 1.5 mg per 50cm®, we are
confident that any variations we measure are a function of silica, not FITC.

Unfortunately FITC adsorption is sensitive to the surface chemistry, and does not
interact with fumed and precipitated silicas in the same way, as we see from figure 8.2, for
fine precipitated silica Tn—s;’:0.92. This limited our approach in the case of fine precipitated
silica (FPS). We endeavoured to ensure that all the silica was labelled by increasing the

FITC concentration to 5 mg per 50 cm® sample. Treating FPS images in the same way
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Figure 8.2: Silica volume fraction as a function of FITC concentration. The variation in
AFS is quite small, given the large range of FITC concentration. The high FPS value at
quite low FITC concentration is assumed to be noise.

as AFS, we looked for a similar behaviour in the analysis.

Further evidence of differing surface chemistry was found when we attempted to label
the soft precipitated silica (SPS). We prepared a FITC labelled sample as described above,
but the signal produced in the confocal microscope was very weak indeed, so that the
images were of a poor quality yielding little structural information. Any numerical analysis
was swamped by artifacts. We return to CLSM images of SPS in the next chapter. This

different surface chemistry may be related to the fact that SPS is around 1% alumina [12].

The samples were laid down on chromated aluminium and dried in a dessicator as
described in chapter 7. All films were produced with a 200 ym wet depth. They were
imaged on a Zeiss LSM 510 confocal microscope, using a 488nm laser with a 505nm low
pass filter to reject reflected light. Full experimental parameters are given on page 218. The
CLSM work in this chapter is at constant magnification, which afforded easy comparison
between images. We used a pixel size of 0.07umx0.07umx0.35um or 1.7 x 1073 ym3. Our
pixel size was limited by considerations of photobleaching and sampling rate. A desirable
smaller pixel size would increase photobleaching for a given sampling rate, and a high
sampling rate was required for a high signal to noise ratio. However our pixel size is close

to the minimum size set by the Nyquist criterion (see chapter 4, page 58). We sampled
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512 x 512 x 64 images, which corresponded to a region of 38.4umx38.4pmx22.4um. The
22.4pm image thickness is less than the total film thickness, typically 40-50pm, so we
image the top section of the film to minimise any attenuation and spherical aberration,
typically the top of the image was 1um below the film surface.

All images were then reconstructed using the expectation maximisation (EM) method
of chapter 6 [95]. Here we use 100 iterations, with no penalties. The memory limitation of
the computer used (Silicon Graphics workstation) required that each image of 512x512x 64
pixels was split into four 256 x256x64 images for EM reconstruction. These four images
were then recombined into a 512x512x64 image for analysis. This larger image size gave

better statistics.

8.3

Results of confocal microscopy

The general structure assumed by silica in the bulk of the dry lacquer is shown in figure
8.3 for lateral xy (a) and vertical zz (b) slices. To enhance contrast, we have applied the
colour table used in chapter 6, page 87. Recall that the data for these images have differing
lateral and axial sampling rates of 0.07um pixel !, and 0.35um pixel ! respectively. Here
we expand the z pixels by a factor of five, so that magnification is the same in the x and
z directions.

Notwithstanding the differing pixel size between the two images, the appearance is
very similar, with small particles of silica appearing randomly distributed, both laterally
and vertically. The resolution enhancement from the EM reconstruction is significant, as
we can see structure well below the micron scale.

The effect of varying silica concentration is shown in figure 8.4 for AFS. All of these
images are zy planes, taken around 7um from the surface The total film depth is typically
40-50pum, so these images are well within the bulk. At low concentrations the silica particles
are isolated, figure 8.4(a) (72i=0.47), corresponding to the schematic in figure 8.1(a).

The image shown in figure 8.4(b) has 7= = 0.94. Although the silica particles are

isolated in two dimensions, we can test for percolation in three dimensions by comparing
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fa) ib)

Figure 8.3: Confocal microscopy images of lacquer with AFS, 721—3(”;1 = 0.94. Both xy and
xz slices are shown in (a) and (b) respectively. The xy slice is taken around 7um below
the surface. These images have been restored using EM deconvolution. Bar = Sum. The
slice in (a) is 256 x 256 pizels, whereas (b) is 256 x 64 pizels with the z pizels expanded
such that = and z magnifications are the same. The contrast is enhanced with the colour
bar shown.

cluster numbers on different sides of the image (see chapter 6, page 93), and we find that
this structure does indeed percolate in 3D. This image then corresponds to figure 8.1(b).

Increasing the silica concentration to = 1.87 (figure 8.4(c)) we see percolation

Maiy
in two dimensions. There is rather more silica present than in the previous image which
is indicative of silica densification associated with structural collapse. So this image cor-
responds to figure 8.1(c), since a robust structure (d) would not be expected produce a
higher silica volume fraction beyond 7t ~ 1. At higher loading still (72t = 2.81, figure
8.4(d)), we see more densification, with silica present throughout the image.

We have also been able to produce high-quality images of other silicas, as shown in
figure 8.5. Like figure 8.4, these are xy scans at around 7 ym depth. Coarse precipitated
silica (CPS) (8.5(a) it = 0.72) shows a number of distinct, brightly labelled particles,
although with a typical size of 5 ym, these are not significantly larger than fine precipitated
silica. We expect that the very large particles which we also find in coarse precipitated

silica (see next section) are too thick for the confocal microscope to successfully image

through, so we can only image the regions of the film from which the larger particles are
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Figure 8.4: EM-restored confocal images of film with AFS at a range of concentrations.
(a) Teil = 047, (b) st = 0.94, (c) T4t = 1.87 and (d) Tl = 2.81. All images are
512 x 512 zy slices taken at a depth of Tum from the surface of the film. Faint horizontal
and wvertical lines in each image are artifacts of EM restoration of each image in four
sections, which are then recombined. Bars=5um.
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(b)

(d)

Figure 8.5: EM-restored confocal images of film with CPS ((a) Tl = 0.72) FPS ((b)
and (c) T2k =0.93 and 1.8/ respectively) and fumed silica (d) T2t = 0.93. These are zy
slices from 512 x 512 x 64 pizel images, around Tum from the surface of the film. Again
the effects of image recombination can be seen. Bar = Sum.
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absent. The effect of large silica particles on CLSM image quality is considered in chapter
9. For now we treat our analysis of CPS with some caution.
Fine precipitated silica (FPS) (figure 8.5 (b) and (c) 2% = 0.92 and 1.84 respectively)

is somewhat similar to AFS. At Tn—sgl = 0.92 the silica structure does not percolate in

Msil

two dimensions (but it does in three) and the value is almost identical to figure
8.4(b). At higher concentrations (figure 8.5(c) we again see densification similar to the
AFS case. However the appearance is somewhat different, especially between figures 8.4(b)
and 8.5(b). The AFS has a large number of ~ 1ym particles, whereas in FPS we have
both ~ 5um particles and very small particles which may be residual noise or fragments
of larger particles introduced through mixing.

A different structure again is shown for (non-agglomerated) fumed silica for Tn—sg’ =0.93
in figure 8.5(d). This is largely comprised of rather dim regions filled with small silica par-
ticles, and is entirely consistent with fumed silica consisting of small, weakly bound ulti-
mate particles, although the structure seen here is rather larger than the ultimate particle
lengthscale of 20nm. However we recall that 20nm ultimate particles aggregate sponta-

neously [10]. As can be seen from the image fumed silica percolates in two dimensions at

Msil — ().93,

mo

Quantitative Results

We now consider quantitative analysis of these images. Implementing the technique dis-
cussed in chapter 6, section 6.2, we use a brightness threshold of four to separate pixels
corresponding to silica from the polymer background. In the case of fine precipitated silica
with higher FITC concentration, we use a brightness threshold of nine. Clusters with a
volume of less than 100 pixels (0.17 um?) are rejected as noise. The total proportion of

white pixels is then the silica volume fraction, ¢.

Mgl
mo

Silica volume fraction ¢ is plotted as a function of in figure 8.6. Each point in the
plot is the mean of 1-6 images (typically 4). Error bars are the standard error. From the
plot we see that ¢ is clearly a linear function of mm—so” whose slope depends upon the silica
used. Note that we do not extend coarse precipitated or fumed silica beyond Tn—sgl ~ 1.

The images in both cases are of sufficiently poor quality that any information gleaned is
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Figure 8.6: Silica volume fraction as a function of %ioﬂ, determined from confocal im-
ages. This plot is a direct realisation of equation 3.10. For each silica, we have applied a
regression fit to find the value of the packing fraction p.

Silica p intercept percolation threshold (Tﬁ’)
AFS 0.152 +0.013  0.012 £ 0.019 0.94
FPS 0.146 £0.010 —0.009 +0.010 0.92
Fumed silica 0.195+0.036  0.010 £ 0.021 0.46
CPS 0.322 £0.037 —0.007 +£0.017 0.72

Table 8.1: Values of the packing fraction p obtained from regression fits of the lines in
figure 8.6

swamped by artifacts and noise.

However we can determine the value of the packing fraction p, which is the slope of
the graph from equation 3.10. Of course, this straight line behaviour is limited in extent,
because we must have ¢ < 1. Nonetheless the behaviour we see is fairly linear and provides
good agreement with equation 3.10.

The values obtained from regression fits of the data in figure 8.6 are listed in table 8.1.
All the intercepts are equal to zero within error bounds, as expected from equation 3.10.
The packing fraction is rather higher in the case of the CPS. This is not too surprising,
given the increased bulk density of CPS we might expect a higher packing fraction (table
3.1). Note however, that the absence of large silica particles from our CLSM images may

well influence the packing fraction measurement.
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Figure 8.7: Silica volume fraction as a function of depth for AFS (a) and fumed and
fine precipitated silicas (b). Various silica concentrations are shown. Apart from local
fluctuations, the lines are fairly uniform, with no tendency for surface segregation.

The silica volume fraction can also be plotted as a function of depth. In particular
this should reveal whether or not there is more silica present on the surface than in the
bulk. Some of the data is plotted in figure 8.7, and we see that there is generally little
consistent variation with depth for AFS and FPS. However the FPS %—’;’ = (.42 line shows
a large local increase in silica concentration at a depth of around 5um. We discuss the

interpretation of these local fluctuations below.

We can also determine the percolation threshold of the silica structure for each case,
table 8.1. Recall that we expect a percolation threshold for Tn—sél < 1. These data however
come with a health warning: our system is very small for observing percolation, relative
to the size of the silica particles. We are treating it as a semi-infinite system, when in
fact we have an image size of 512 x 512 x 64 pixels (35pmx35umx24um). Nonetheless,

we test for percolation in three dimensions and find that in the case of FPS and AFS,

the threshold occurs at mms(’)" = 0.92 and 0.94 respectively. This is remarkably close to the

value of unity where we expect the silica structure to resemble that of the dry powder.

Msil a5 low

Interestingly (non-agglomerated) fumed silica can exhibit percolation for s

as el = 0.47, which is well below the critical mass. In fact Kleinschmidt [16] notes that
fumed silica can form a network in solution at low concentration, which appears to be the
case here. As we noted in chapter 3, there is no reason why a percolating structure should

occur at the critical mass. So in the case of fumed silica, the dry powder is approximately
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Figure 8.8: Cluster count as a function of %&Oﬂ. The broad peak for FPS and AFS is
evidence for percolation. Each data point corresponds to a single image. Dotted line is the
count on a randomly populated 256 X 256 x 64 cubic lattice, normalised to the AFS peak.

twice as dense as the percolating structure formed here at mm—sé’ = 0.47.

CPS seems to percolate at Tzz—s(”;l = (.72, although we do not have enough data to
properly support this figure. In fact, all these percolation thresholds are limited in accuracy
by the number of samples produced. For simplicity, we take these as the sample with lowest
Tn—sél exhibiting consistent percolation.

We can also examine percolation through the variation in the number of clusters as a
function of Tn—%l At low silica concentration the count increases with mm—’él, until enough
particles touch that it starts to fall. This occurs before percolation [58]. Ultimately at
high silica volume fraction, the number declines to a low value as eventually all the silica
in the image is part of the same large cluster.

Both FPS and AFS exhibit this peak behaviour, figure 8.8. Each point corresponds to
a single image and we see a large variation in the data for AFS, which is interpreted as a
result of the small system size.

The count on a randomly populated 256 x 256 x 64 cubic lattice is also shown in
figure 8.8 (dotted line). This shows good agreement with the AFS data, also peaking well
below the percolation threshold, which we have scaled to Tn—sgl = 0.93. The random lattice

percolated at a volume fraction of 0.091, below the percolation threshold of AFS, which
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Figure 8.9: Maximum cluster size as a function of %%L At the percolation threshold, the
mazimum cluster size increases discontinuously. Further increase in cluster size is the
result of densification. Fach data point corresponds to a single image. Dotted line is the
mazimum cluster size on a 256 x 256 x 64 lattice.

occurs at a volume fraction of 0.14. We therefore rescaled the random lattice z values

by a factor of 0(.)i919><1p' The packing fraction p (=0.152 for AFS) is required to determine

a value of Tn—’gl for the random lattice. We justify this scaling by noting that the cluster
count is a function of percolation behaviour, rather than absolute volume fraction. A
differing percolation threshold between the cubic lattice and irregularly shaped particles
is not unreasonable. The y-values from the random lattice simulation are normalised to

fit the AFS data.

The count for AF'S is higher in all cases than FPS. Since this includes low Tn—s;l values
where we expect a single cluster to typically correspond to a single particle, this trend
may be due to the more discrete nature of the FPS particles. For the fine precipitate we
expect fewer larger well-defined particles, whereas for the more diffuse and weakly bound
AF'S rather more, smaller, less well-defined particles will be seen. Results for the coarse
precipitate and fumed silica are also plotted. Although they follow the trends, there is not

enough data to determine location of any peak.

Percolation is also evident through the size of the largest cluster, figure 8.9. Here we

measure size as the number of pixels comprising the largest cluster, which we explicitly
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Figure 8.10: Radius of gyration of the largest cluster rq as a function of %&OLL Tg Increases
to a size characteristic of the system. Each data point corresponds to a single image.

evaluate to pm3. This size is clearly limited to the volume of specimen sampled to form the
image, 28800 um?. Below the percolation threshold, the clusters are small, corresponding
to isolated silica particles. The volume then increases sharply around the percolation
threshold as the largest cluster now corresponds to many silica particles. This increase
would be discontinuous in a large system [58]. Further increase with densification is seen
at high %&Oﬂ values, as the volume of the largest cluster increases with rising silica volume
fraction.

Again AFS and FPS show good agreement with the random lattice simulation. We
scaled the z-values as above, and normalised the y-values in accordance with AFS. Al-
though there is the same general behaviour as the experimental data, the larger size of the
silica particles compared to the single pixels of the random lattice is particularly apparent
at low Tn—sél.

Another measure of the size of the largest cluster is R, (figure 8.10). We recall from

chapter 6 page 97 that
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with R; the location of the ith pixel in the cluster, N the number of pixels and Rcog the
centre of gravity. This physical parameter gives the lengthscale of the largest cluster. At
the percolation threshold, we expect a sharp increase in R, to a value the same order of
magnitude as the system size. This we see, as almost all R, values for %%L 2 1 are close
to 16pm, which is the same order as the image size, of 35 x 35 x 22um?®. Recall that the
(R; — Rcog) contribution should be around half of these values, so R, = 16pm is very
reasonable for the image size. However we are again limited by the system size: the R,
values for Tn—s;l < 1 are not very much less than 16pum, although with AFS in particular,
the increase to Ry is considerable.

Key exceptions to this trend are the data points marked as triangles in figure 8.10.
These exhibited a lateral spanning structure. In other words the silica tended to be found
in a layer in the images, which percolated laterally but not vertically. The ¢(z) profile for
such an image is shown by the red line in figure 8.7(b). The peak at a depth of ~ 5um
shows that here the silica is not evenly distributed. This rather two-dimensional structure
then gave a large value of R,. This is presumably due to a very diffuse cluster having
no pixels near its centre of gravity. Without any low (R; — Rcog) values, the R, is
disproportionately high. Since R, is related to the moment of inertia, this is equivalent to
saying that material away from the centre of gravity contributes strongly to the moment
of inertia.

We believe these flat silica structures (which are found predominantly at Tn—’g’ < 0.5)

are silica-rich regions in the wet lacquer which are ‘smeared out’ as the film is laid down.
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8.4

Atomic force microscopy

Here we describe how we applied the AFM technique to matt water-based lacquers. We
then consider the results in terms of our silica structure model, focusing on surface rough-
ness as a function of %—sél To prepare the samples, we laid out the film on a lcm? piece of
glass, which provided a flat transparent surface, easy to align in the AFM. The films were
laid out using a piece of sheet aluminium with a groove of depth 200um and width 7mm
cut in it. This replicated the microapplicator (chapter 7, page 111) on a scale appropriate
to AFM.

We used a Digital Instruments multimode AFM with a Nanoscope III controller [56].
The cantilever was oscillated 5% below its resonant frequency, at typically 300 khz, as
discussed in chapter 4, section 4.2. Two lines were scanned per second for 5um scans and
one line per second for 30 um scans. We recorded images both in the topographic and
phase imaging modes. Topographic mode records the height of the surface, whereas phase
mode is sensitive to viscoelastic properties as described in some detail in chapter 4 section

4.2.

AFM Results

We begin our discussion of AFM work by looking at some particularly revealing small-scan
images. By virtue of its high resolution, AFM can access certain key features that are
beyond the resolution of the other techniques.

Figure 8.11(a) shows a topographic image of the latex without any silica. Comparison
with the scale bar shows that the latex particles are around 80nm in diameter and that
they do not appear to form a regular array on lengthscales more than 500nm.

However the particles in figure 8.11(a) are not spherical. The width is around 80nm
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Figure 8.11: AFM images of dried films. Images without silica (a) height and (b) phase
reveal latex particles (Bars=500 nm), precipitated silica msél = 1.8 height (c) and phase

m

(d) along with AFS s = 1.31 height (e) and phase (f). Bars=1 pm.
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but the height variation around each particle is only 6nm. We interpret this small height
variation in terms of latex deformation, and conclude that the film is at stage III-IV in
latex film formation (figure 2.1). Why then is the surface not entirely flat, as figure 2.1
suggests? Well residual viscoelastic forces tend to resist deformation, and the surface
energy of a slightly undulating surface such as we see here is very similar to that of an
absolutely flat surface. Therefore the rate of deformation slows considerably at these
longer timescales, as found by Lin and Meier [29]. These workers found that a 250nm
diameter PBMA latex tended towards a 30nm ‘corrugation height’ (broadly equivalent to
our 6nm height, considering the smaller 80nm latex diameter) after around 200 hours of
drying time.

The phase contrast image in figure 8.11 also reveals the latex particles from viscoelastic
variations between the centres and edges of these deformed particles. Phase contrast is
not sensitive to larger-scale height variation.

Raised regions, such as that in figure 8.11(c) marked with an arrow are interpreted

Msil — 1.75). This topographic image shows a huge increase

as silica (precipitated silica, p—

in surface roughness compared to the silica-free film, as the vertical scale bar here is
500nm, a 25-fold increase. The accompanying phase image 8.11(d) again shows the latex
particles. The latex particles are ‘washed out’ in the height image, as the lengthscales
of height variation are too great to reveal them. Crucially, on careful comparison with
the topographic image (figure 8.11(c)), we see that the high regions (silica) appear to be
covered in latex particles (marked by arrow in both topographic and phase images). This
has significant implications: here we have a fairly robust silica of moderate density, at
fairly high %%L Yet the silica is covered in latex particles, with very little silica present
on the surface.

The situation is similar for AFS (Tn—s;’ = 1.31) in figures 8.11(e) and (f). Again we
associate the increase in surface roughness in the height image with silica. Here the phase
image 8.11(f) shows a change in the viscoelastic properties of the latex close to the silica
particle in the marked region. This suggests stresses introduced during drying around
the silica particle (recall that phase imaging measures the viscoelastic properties of the
surface), so non-uniform drying and the presence of silica could influence the mechanical

properties of the dried film. The latex particles can again be distinguished.
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Figure 8.12: AFM images of film with AFS Tl = 0.94 ((a) height and (b) phase)
":n—sél = 2.34 ((c) height and (d) phase). No substantial increase in surface roughness is
seen in the height images. Bars=10um.
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These small area scans are useful in the detail they reveal, but to go further we again
need to ensure that our image size exceeds the silica lengthscale. Such images are shown
for AFS in figure 8.12, with a larger scan size of 30 ym. Figures 8.12(a) and (c) show
topographic images which are fairly similar despite the increase in silica concentration
(F2L=0.94 and 2.34 in (a) and (c) respectively). Certainly these images have the same
variation in height as the scale is unchanged. This similarity is consistent with AFS
undergoing structural collapse at high silica concentration, as noted from the confocal
data.

The corresponding phase images show relatively little contrast, especially in the Tn—sé’ =0.94
case (figure 8.12(b)). With these larger scans, we can no longer resolve individual latex
particles. The lack of phase contrast further supports the idea that the silica is covered
in deformed latex particles, as we saw from figure 8.11. We would expect to distinguish
silica and polymer in the phase images on account of the different viscoelastic properties.
This observation that the silica is covered in polymer will have a significant implication
when we discuss interpretation of ESEM images in the next section.

In the case of the precipitated silicas, typical topographic images are shown in figure
8.13. The CPS (figure 8.13(a), 7#=0.72) is immediately distinguished by the large par-
ticles, of around 10 pm in size, and large variation in height. The other images are all
rather flatter with smaller particles. Although the FPS (figure 8.13() T2t=0.92) seems
particularly flat, the large vertical scale (4000nm) shows that the peak marked with an
arrow is particularly high, compared to the soft and unseived silicas.

The lateral structure of the SPS (figure 8.13(c) 7#it=0.89) is on a similar lengthscale
to the FPS, well below the image size, with features typically a few ym in size. As we will
see, this is also shown up in the ESEM work. The image does not show a huge vertical
variation, compared to the CPS (2500nm compared to 5000nm). We see that the unseived
precipitated silica (UPS) (figure 8.13(d) T2it=1.31) has a larger particle size compared to
the fine and soft precipitates. As this silica is quite hard and has not been sieved, these
larger particles are expected.

The R, surface roughness measure was determined from 30 and 60 ym scans and the
results are plotted in figure 8.14. No difference in R, was found between the two scan

sizes, so no differentiation is made in the plot. Recall that R, is defined as

154



Chapter 8 8.4: Atomic force microscopy

5000nm  4000nm

Onm OUnm

(a) (b)

2500nm  1500nm

Onm Onm

(c) (d)

Figure 8.13: AFM height images of film with precipitated silicas. (a) coarse precipitated
el = 0.71 (b), fine precipitated T2t = 0.92 (c), soft precipitated T2t = 0.89 (d) and
unseived precipitated mm—sél = 1.31. Bars=10um.
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Figure 8.14: R, as a function of Tn—sél The coarse and unsieved precipitated silicas with
larger more robust particles have a far greater surface roughness (for Tn—s(;" 2 1) than the
other silicas. AFS and FPS data points fall below r, = 200 nm (black dotted line). The low
SPS point marked (h) is from a sample with poor silica distribution, which was a problem
of the AFM preparation technique.
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I
=2

1" _
R, = N |hi — Rl (2.7)
=1

with N the number of pixels in the image, h; the height of each pixel and h the mean
height. The error bars in figure 8.14 are the standard errors taken from 1-4 images. In the
case where we have a single image, the error is taken as 6nm, the error introduced from
the cross-coupling in 60 ym AFM scans (see chapter 4 page 50 and page 106).

Although we do not have a large number of data points (due to the relatively slow

rate of image acquisition in AFM and lack of time on the instrument) we can draw some

Msil ~ (.7 appear to be banded according to

conclusions from figure 8.14. The R, above P

particle size. The larger coarse precipitated silica particles have high R, 2 500nm whereas
the unsieved precipitated silica particles lie in the range 200nm< R, < 500nm. Amongst
the silicas with smaller aggregate particles, AFS and FPS have R, < 200nm for all %%L,
although SPS can reach 400nm at high %%L From this data it is clear that R, is strongly
influenced by the silica particle size.

However silica volume fraction is important as well. At low %%L, R, < 200nm for all
silicas. Although the mm—so” = 0.72 point is high for CPS, recall that we found percolation
at Tn—sg’ = 0.72 in CLSM work. So with a percolating silica structure, there is a large rise
in surface roughness, which is in keeping with the model. This is due to the transition
between isolated silica particles embedded in the film to a more robust silica structure
which perturbs the surface very significantly (figure 8.1(d)). A similar behaviour is seen
for unsieved precipitated silica.

There is no change in R, at Tn—sé’ ~ 1 for AFS and FPS. The inclusion of any silica
increases the R, from ~ 20nm (no silica) to 100 — 200nm. So the silica structure would
need to produce an R, significantly more than 200nm to be apparent. Since we do not
see this, we conclude that AFS and FPS aggregate particles are too small to influence R,
enough whether or not a robust structure is formed. However the fact that both AFS and
FPS exhibit densification at Tn—sél > 1 in CLSM work strongly suggests some structural

collapse in any case.

m

At high msg’ SPS also perturbs the surface significantly, despite the absence of large
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Figure 8.15: Schematic of figure 8.14, summarising R, behaviour for different silicas. The
range of R, of each silica is shown, for different %%L regimes.

particles. We return to our consideration of this silica following the ESEM section. The

R, behaviour is summarised in figure 8.15, a schematic of figure 8.14. We see that different

silicas populate the various regions of this R,/ msé’ diagram.

m

8.5

Environmental SEM

We now turn to the contribution from ESEM in determining the silica structure. Recall
from chapter 7 that it was hard to carry out truly quantitative experiments with ESEM,
on account of a number of difficult to control operating parameters. In particular, the
electron beam properties vary over time.

We have largely circumvented this problem by using an Electroscan E3 ESEM fitted
with a lanthanum hexaboride (LaBg) filament. This electron source is much more stable
than the tungsten source used in chapter 7. For the work carried out here we left the beam
on overnight before conducting the experiments. To produce the results shown here, two
experiments were carried out, two days apart.

Our operating parameters were: 12keV beam voltage, 4 torr chamber pressure and
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) | (@

Figure 8.16: ESEM images of dried lacquer with fumed silicas. (a), (b) and (c) show AFS
at Tn—’é’ = 0.47, 0.94 and 2.81 respectively. (d) is fumed silica TZL—’;’ = 0.93. Bar=20um.

7Tmm working distance, which corresponds to a detector-sample distance of around 1mm.
We used a scantime of 17s, again the original magnification was 800x. The samples were
prepared in a dessicator overnight as before (chapter 7), except that we ensured that
the sample was electrically earthed, with silver dag between the chromated aluminium
substrate and the ESEM stub. The films were prepared with a wet depth of 200um. As
the films were already formed, we did not need an optimised pumpdown procedure. The
chamber was simply pumped to 1 torr and flooded to 10 torr twice, before imaging at 4

torr.

ESEM Results

The discussion of ESEM results centres on three main areas: first we identify features

of interest in the images. We then move on to the quantitative data, before putting our
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ESEM work in context with the confocal and AFM results above. Finally we investigate
image interpretation and the relationship between silica and image contrast.

Dried lacquer containing AFS is shown in figures 8.16(a)-(c) for a variety of silica

Msil —().47, 0.94 and 2.81 respectively. As usual we associate silica with

concentrations, p—”

bright regions. There is a considerable increase in the surface silica between figures 8.16(a)
and (b), but there is very little difference at all between figures 8.16(5) and (c). This fits
well with our idea of a collapsing silica structure at high %%L As the structure collapses,
adding more silica to the formulation need not alter the surface. Fumed silica is shown
in figure 8.16(d) for Tn—sgl = 0.93. The appearance is similar although not identical to the
AFS. In particular we note the absence of larger regions of silica, like the confocal image
(figure 8.5(d)), as the silica is not agglomerated.

Figure 8.17 shows fine (a-c) and unsieved (d-f) precipitated silica for a variety of silica
concentrations. The two silicas show rather similar behaviour, at low silica concentration
((a) T2L=0.46, (d) T21=0.43) the silica particles are rather isolated. More silica is ap-
parent as we increase the silica concentration for both the fine and unsieved precipitates
(figure 8.17 (b) T2it=0.94, (e) 72=0.87). Interestingly, the contrast is rather better than
the AFS and the surface does appear rather different. The AFS morphology is relatively
homogeneous throughout the image (figure 8.16(b)), whereas UPS in particular (figure
8.17(e)) has regions of a few pym from which silica is absent.

At high silica concentration (figure 8.17 (¢) T6i=2.30, (f) Ts=2.18) we see a further
increase in surface silica, unlike the AFS. This suggests that the UPS and FPS present at
least some resistance to collapse during film formation. Figure 8.17 (f) (unsieved precip-
itate) shows some large silica particles which are clearly absent from the fine precipitate
analogue (c), as we would expect from the sieving.

We now turn to the soft and coarse precipitates. At Tn—sgl < 1 the SPS aggregate
particles appear rather small (figure 8.18 (a)-(b)), as with the AFM image (figure 8.13(c)).
In fact the particle lengthscale is not that far above the ultimate particle size of 100nm.
This suggests that larger aggregate particles may be broken down during the mixing
and film formation processes, in a similar way to AFS. The similarity is not altogether
surprising when we recall that the soft precipitate aggregate particles are weakly bound,

almost like the AFS aggregate particles. However, at high silica concentration (figure
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Figure 8.17: ESEM images of dried lacquer with fine ((a), (b), (c), Tl =0.46, 0.92 and
. 0

2.30 respectively) and unsieved ((d), (e), (f), T2t=0.43, 0.87 and 2.18 respectively) pre-

cipitated silica. Bar=20um.
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Figure 8.18: ESEM images of dried lacquer with soft ((a), (b), (c), T2L=0.41, 0.82 and

2.05 respectively) and coarse precipitated silicas. ((d), (e), (f), T2t =0.36, 1.07 and 1.79
respectively). Bar=20um.

162



Chapter 8 8.5: Environmental SEM

1 1
| ]
08 | ] 08
5 g :
= . =
S 06t o, 8 06 | .
% ' . % .
8 8
3 . 3
04 r 04
g 8
5 - D m precipitated silica
= fumed silica ] fine precipitated
0.2 r = AFS 1 02 r coarse precipitated
soft precipitated
0 : : : : : : obm : : : : :
0 05 1 15 2 25 3 0 05 1 15 2 25 3
my/m, my/m,
(a) (b)
Figure 8.19: Silica surface fraction as a function of Tn—’gl (a) fumed silicas and (b) pre-

cipitated silicas. The surface silica fraction ceases to rise beyond Tn—sg’ ~ 1.5 in the AFS
case whereas for all precipitated silicas it increases to approach unity.

8.18(c) T2it=2.05) we see more silica, unlike the AFS behaviour.
At high Tn—sél we also see some larger regions of silica, such as that marked with an
arrow in figure 8.18(c). There are a number of these, but they are absent from the images

M4l
at lower S

. It seems that higher silica loading could result in ‘piling up’ of this silica.
This piling up then explains why SPS can exhibit an R, of around 400nm at high %—sél,
which is significantly higher than we would expect for a silica with such small particles,
compared to AFS and FPS.

Coarse precipitated silica, in figure 8.18 ((d)-(f)) clearly shows some large particles, as
expected. In particular these images show a strong resemblance to the AFM image (figure
8.13(a)). Again the surface silica increases markedly with Tl The structure in figure

8.18(¢e) Tn—s: = (.72 is very reminiscent of figure 8.1(d). Interestingly, small particles are

also present, presumably from fragmentation during sieving, mixing or film formation.

Image Analysis

We can determine the surface silica fraction for each image using the analysis technique
described in chapter 6. Here we have a gradient threshold of 35 and a brightness threshold
of 245. We use a different gradient threshold from chapter 7 because the Electroscan E3
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Slope Intercept
Tn—s(”;’ <15 04142 4+0.023 —0.0071 £ 0.021
Tn—s(”;’ 2 1.5 —0.0094 +£0.034  0.604 £ 0.070

Table 8.2: Regression data from fits to AFS surface silica fraction. After an initial linear
increase, the data appears to flatten off. Standard errors are given here.

ESEM has slightly different imaging characteristics to the Electroscan 2010 used previ-

ously.

The fraction of pixels corresponding to silica is plotted as the silica surface fraction
in figure 8.19(a) for the fumed silicas and () for precipitated silicas. Each point is the
mean of typically six images with errors Bars the standard error. The difference between
AFS and the precipitated silicas is clear. Surface silica fraction does not increase beyond
"th—s;l =~ 1.5 for AFS, as we expect from the images, but up to this silica loading, there is a
linear increase in surface silica fraction as a function of mm&gL We have applied regression

fits to both regimes as shown in the plot. The results from the fit are given in table 8.2.

The precipitated silica all appear to fall broadly on the same line. This is plotted as
surface silica fraction = 1 — exp (—%%L). Curiously both the coefficients in this function

are unity. The functional form is required because the surface silica fraction must not

exceed unity, but has no further physical meaning.

It is interesting that all the points fall on the same line, for silicas of widely differing
bulk density (table 3.1 in chapter 3). This clearly shows that the surface silica is dominated
by the bulk wolume rather than the mass of silica added to the formulation. Recall that
our confocal results were largely based on AFS and FPS, both of which had similar bulk
densities, so it was hard to show conclusively that the structure depended upon silica
bulk volume rather than mass. Figure 8.19(b) provides strong evidence for a structure

dependent on silica bulk volume.

We can also determine a cluster count for the surface silica, in a similar way to that
employed for the bulk silica in the confocal microscopy section, only here we work in
2D. Cluster counts are shown in figure 8.20 as a function of %—SS’ Again we see a peak,
and also at a broadly similar value of Tn—sél ~ 1 to the CLSM data. Is this indicative of

percolation as well? Perhaps, but recall that in ESEM we have 2D images and confocal
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Figure 8.20: Cluster count as a function of T2it. (a) AFS and (b) precipitated silicas.

There is again a peak number of clusters, suggesting percolation. However this is taken to
be an artifact of ESEM image formation.

images do not show 2D percolation until Tn—%’ ~ 2. Although in all cases percolation
is a geometric property of the image, we must explain this apparent discrepancy in 2D

percolation between confocal microscopy and ESEM.

The percolation threshold on a square (2D) lattice is 0.407 for 8-fold connectivity
as we have assumed here (each square has 8 neighbours) [58]. So if our surface silica
fraction significantly exceeds this value, we might expect percolation. Comparing figures
8.6 and 8.19, we see that the surface silica fraction exceeds the silica volume fraction, which
explains why we have 2D percolation on the surface of samples which do not exhibit 2D
percolation in the bulk. We have no evidence for silica migrating to the surface during film
formation (figure 8.7) so why is the ‘surface silica fraction’ higher than the silica volume

fraction?

To answer this question we discuss the contrast mechanism in ESEM in more detail.
Consider the scenario in figure 8.21. We know from AFM that the silica is generally
covered in polymer. So strictly there is hardly any surface silica. It appears to reside
just below the surface, but well within the lengthscale of the ESEM interaction volume,

around 1-2pm at the 12keV beam energies used here [70]. The surface roughness, along

with the silica itself, accounts for the ESEM signal. Since this topography can extend
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Figure 8.21: The difference between ESEM and confocal microscopy contrast mechanisms.
ESEM 1is sensitive to both surface roughness and silica, whereas confocal microscopy will
detect only FITC-labelled silica. So ESEM can overestimate the silica surface fraction.

beyond the bounds of the silica particles, the ESEM signal is strong over a wide area and
we gain a rather high measure of ‘surface silica’, compared to CLSM which is not sensitive
to surface topography.

Msil - the count for
mo

One further observation can be made from figure 8.20. At high
precipitated silicas tends towards a low value, but the AFS count levels off at around 200,
at el ~ 1.5. This lack of variation at high 7#i is further evidence for structural collapse

in AFS at high .

8.6

Conclusions

We have seen that the central predictions of our model are upheld.

(1) A percolating silica structure is formed at a silica volume fraction somewhat below

Msit — 1
mo -

(2) The silica volume fraction in the bulk of the film is a linear function of %%L, at the

concentrations we have studied.

The following observations reveal behaviour consistent with our model, along with the

different geometric and mechanical properties of the silicas studied:
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Msil

(1) AFS undergoes structural collapse above Tl ~ 1.5. This results in silica densifica-

tion in the bulk of the film.

(2) FPS undergoes some structural collapse, but also perturbs the surface more at high

Msil
mo

(8) Surface roughness is characterised by both aggregate particle size and silica volume

fraction, and increases markedly around the critical mass in CPS and UPS.

(4) There is a unique behaviour for all precipitated silica surface fractions, dependent

solely upon silica volume.

Percolation has been demonstrated directly for fumed silica, AFS, CPS and FPS with

confocal microscopy. Percolation occurs somewhat below Trfél =

1, but we note that in
fact it is a necessary but not sufficient condition to produce a self-supporting structure as
in the dry silica powder.

AFM work shows that coarse and unsieved precipitated silicas perturb the surface in a
way consistent with the model for robust silicas. We have shown with AFM that the latex
undergoes substantial deformation, and that the silica is largely covered by latex particles.
Since we know that AFS collapses, a high R, is not expected. In FPS the particle size

must be too small to significantly influence the R,, although we see a high silica surface

fraction in ESEM at high ”;fél , corresponding to a fairly robust silica structure.

There are different behaviours between the precipitated and fumed silicas, which we
deduce with ESEM. AFS we know undergoes densification and apparently complete struc-
tural collapse at high values of mm_sou_ The precipitated silicas are more robust and do not
totally collapse, as we see the increasing surface silica fraction at high Tn—s(;". However the
CLSM shows some densification for FPS, which is indicative of at least some structural
collapse. So we conclude that the FPS behaviour lies somewhere between figures 8.1(c)
(total collapse like AFS) and (d) (entirely robust structure). From ESEM work we see
that all precipitated silicas behave similarly, with the possible exception of SPS. The main
difference is their aggregate particle size which is shown also by AFM. We therefore extend

this idea of partial structural collapse to UPS and CPS as well. This is further explored

in the following chapter.
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SPS is more curious and warrants special attention. The aggregate particle size is
small, as we have noted from AFM and ESEM, yet unlike the other silicas with small
particles, AFS and FPS, it can have R, 2 200nm at high Tn—s(?. We suggested that SPS
might ‘pile up’ such that large regions of silica perturbed the surface, leading to high R,.
In fact SPS has the highest surface silica fraction of any silica (figure 8.19(5)). Why does
SPS ‘pile up’ whereas silicas with apparently similar aggregate particle sizes, FPS and
AFS, do not?

One key difference between SPS and AFS/FPS is its bulk density. SPS is approximately
three times as dense, requiring a proportionate increase in silica mass fraction for a given
%—’gl (table 3.1 in chapter 3). This suggests that the mass of silica added to the lacquer
may be important, in addition to the bulk volume. So in the case of SPS, more of the
bulk volume is in fact silica so at high T%", there will be less space in the silica structure
accessible to the polymer. This may reduce the degrees of freedom of the silica to pack in
the drying film compared to the lighter silicas. Note that we distinguish this ‘piling up’ of
SPS from the surface roughening of CPS and UPS. These larger particle size silicas show
a sharp rise in R, at the Tn—%’ ~0.72 for CPS and Tn—sgl ~ 0.8 for UPS. The rise in R, is
more gradual in the case of SPS, although more data would be desirable to clarify this
point. This accounts for the sloping dotted lines in figure 8.15. Recall also that SPS is
structurally weak, and we do not expect a robust network like CPS and UPS. We explore

this point further in the next chapter.
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Chapter 9

Optical properties

We have seen that the structure assumed by the silica is described by our model of chap-
ter 3. This chapter is devoted to understanding how the optical properties of the system
are related to the silica structure. Matt lacquers are distinguished by their low specular
reflection. Here we investigate the dependence of reflection on the silica structure. By
measuring specular reflection, it is also possible to follow film formation in ambient condi-
tions. At constant temperature and humidity, we can compare drying of different lacquers

more quantitatively than our ESEM work allowed.

As reflection is primarily a surface phenomenon, we relate the measurements to the
AFM surface roughness measurements. We recall that Franklin [17] found that the surface
roughness parameter R, was linearly related to the reduction in specular reflection. We
compare our measurements of R, to reflection in order to compare with his result. Using
reflection-mode CLSM, we can also investigate reflection on the microscopic lengthscale.
In particular, we should be able to determine whether reflection is a surface or bulk

phenomenon.

Franklin [17] noted that different silicas exhibited more or less wide-angle light scatter-
ing (haze, defined in figure 2.12). This scattering is associated with changes in refractive
index (RI) in the bulk of the film. Since the silica and polymer are RI-matched, we
associate this RI mismatch with the introduction of air voids. We investigate possible
mechanisms for hazing with CLSM and freeze-fracture ESEM with reference to our silica

structure model.
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&=

Figure 9.1: A bar coater. The lacquer is drawn out in the grooves of the bar. Surface
forces then level the film to a calibrated thickness (100 pm here).

Sample Preparation

Here we introduce our experimental procedures for reflection and haze measurements, as
defined in figure 2.12. We describe sample preparation and experimental procedure, paying
special attention to the fact that here we are dealing with clear lacquers, as distinct from
pigmented, opaque lacquers. The absence of pigment introduces haze as a property of the
film, as a pigmented system clearly has a very high proportion of light scattered by more
than 2.5°.

The differing scales of the reflection and haze apparatus compared to microscopy neces-
sitate a different sample preparation method (figure 9.1). Instead of the micro-applicator,
we use a bar coater. Essentially, this is a metal rod wrapped in wire. Upon application,
the lacquer is forced through the grooves of the bar coater. Surface forces then level the
film, whose thickness is determined by the grade of wire wrapped around the bar. We
use a bar which produces a wet nominal film thickness of 100 ym. The sample area is

typically 100mm square.

9.1

Light scattering: Hazing

We now consider the bulk optical properties in the form of ‘haze’. Recall that haze is light
scattered through more than 2.5° (figure 2.12). This is strongly related to microstructural
properties accessed via confocal microscopy. Here we label the lacquer with rhodamine
instead of FITC to reveal further structure. We then analyse our microscopy results and

compare them with the macroscopic property of haze.
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Figure 9.2: Haze as a function of % silica mass. Haze appears to be a function of silica
mass added. Note however that silica gel, coarse, unsieved and soft precipitated exhibit
successively lower haze values for a given mass of silica added.

Aside from the CLSM work, we measure haze by transmitting light through the sub-
strate. We laid a single layer of lacquer on glass, using the bar coater with a wet depth
of 100pm. We then measured the fraction of light scattered away from the normal. In
the units of the haze meter used [126], the maximum value was 103. This was assumed
to correspond to all normal light scattered by more than 2.5°. The results for haze as a

function of % silica mass of the (wet) lacquer formulation are shown in figure 9.2.

Haze appears to be a function of silica mass (figure 9.2) rather than volume added to
the lacquer. However, there is some evidence for the increased haze behaviour of some
silicas suggested by Franklin [17]. Here we have repeated his measurements on a silica gel,
which was found to have a rather high haze value as a function of the per cent mass of silica
in the lacquer. Coarse precipitated silica also has a high haze behaviour, suggesting that
these larger precipitate particles may behave in a similar way to a gel. Soft precipitated
silica has a rather lower haze value. We investigate the reasons for this haze behaviour in

the next section.
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(b)

(c)

(a)

Figure 9.3: Confocal images of dried film with AFS labelled with rhodamine (Trfgl =0.94).
(a): zy image Bar=50um, (b) zz image, (c) contrast enhanced xz image, Bars=25um.
Some larger silica particles can be seen, along with ‘dark regions’. The dark line in (c)
locates the xy plane in (a).

9.2

Confocal Microscopy: Hazing

We can examine the origins of hazing using confocal microscopy. By labelling the samples
with rhodamine instead of FITC as before, we can determine the optical properties in
more detail. Rhodamine labels both silica and polymer background, so we obtain rather
different information than from FITC labelled images. Our experimental procedure is
identical to that described in chapter 7, page 110 except that we mix the silica with a 1%
by mass aqueous solution of rhodamine 6G (obtained from Sigma). We use a 543 nm laser
to excite the rhodamine with a 560nm low frequency filter to select only the fluorescent

light emitted. Further details are given in the appendix, on page 218.

Typical images are shown in figures 9.3 to 9.8 for AFS (721=0.94), fine (2=0.92),

soft (72i6=0.89), unsieved (7L =0.88), calcined (72 = 0.90) and coarse precipitated silica
(F2=0.72) respectively.

All of these images except the soft precipitated silica reveal dark regions. Since rho-
damine labels both silica and polymer, it seems reasonable to interpret these dark regions

as air voids. The dark regions correlate quite well with our haze measurements, as we see

that the CPS has a large amount of dark regions, compared to unsieved and particularly
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(b)

(c)

(a)

Figure 9.4: Confocal images of dried film with fine precipitated silica labelled with rho-
damine (72t=0.92). (a): zy image Bar=50um, (b) zz image, (c) contrast enhanced zz
image, Bars=25um. The dark line in (c) locates the xy plane in (a).

(b)

fc)

(a)

Figure 9.5: Confocal images of dried film with soft precipitated silica labelled with rho-
damine (72=0.89). (a): zy image Bar=50um, (b) zz image, (c) contrast enhanced zz
image, Bars=25um. The dark line in (c) locates the xy plane in (a).

(b)

(c)

(a)

Figure 9.6: Confocal images of dried film with unsieved precipitated silica labelled with
rhodamine (72=0.88). (a): zy image Bar=>50um, (b) zz image, (c) contrast enhanced
zz image, Bars=25um. The dark line in (c) locates the zy plane in (a).
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(b)

(c)

(a)

Figure 9.7: Confocal images of dried film with calcined precipitated silica labelled with
rhodamine (2£=0.90). (a): zy image Bar=50um, (b) zz image, (c) contrast enhanced
xz image, Bars=25um. The dark line in (c) locates the xy plane in (a).

(a)

Figure 9.8: Confocal images of dried film with coarse precipitated silica labelled with rho-
damine (72L=0.72). (a): zy image Bar=50um, (b) zz image, (c) contrast enhanced zz
image, Bars=25um. The dark line in (c) locates the xy plane in (a).
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Figure 9.9: Dark pizel fraction as a function of silica per cent by mass. We see a similar
behaviour to figure 9.2, although the soft precipitated silica has exceptionally few dark
pixels.

soft precipitated silica.

Here we consider the heat-treated (calcined) precipitated silica (figure 9.7). This silica
expected to have surface chemistry similar to AFS, but mechanical properties similar to
the unsieved precipitated silica (chapter 2 section 2.3). The calcined precipitated silica
is shown in figure 9.7, but there is no significant difference compared to the untreated
precipitated silica (figure 9.6), suggesting that calcination has little effect.

Using the contrast enhancement method discussed in chapter 6 section 6.4, we can
partially correct for attenuation. The corrected images are shown in figures 9.3(c)-9.8(c).
Using a brightness threshold, we can then obtain a value for the ‘dark pixel’ volume
fraction from the corrected image. This is simply the fraction of pixels with brightness of
less than 80. Recall from chapter 6 section 6.4 that we can identify the surface in these
images, so we consider only ‘dark pixels’ below the surface.

Plotting this ‘dark pixel’ volume fraction against per cent mass of silica added, we see
a fairly similar behaviour for all silicas, except the SPS (figure 9.9). The data in figure 9.9
show the same trends as those in 9.2, although CPS and UPS behave more similarly. The

dark pixel fraction is a function of silica mass, with all points falling roughly on the same
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(b)

Figure 9.10: Schematic of the model of silica structure within dried lacquer reproduced from
chapter 3. Here we illustrate the two possibilities for %OLL > 1, with silica densification
from collapse (a), or void formation with more robust silica (b).

line, excepting soft precipitated silica. The plateau at a volume fraction of around 0.5 is
taken to be saturation introduced via the contrast enhancement process.

The correlation between haze and dark pixel measurements is interesting. UPS, FPS
and AFS have similar behaviour as a function of mass in both cases. CPS exhibits high
haze, but most interesting is SPS. This has lower haze, but near-zero dark pixel volume
fraction, which suggests that there are two components to haze. One is related to ‘dark
pixels’ and one is more intrinsic to the silica-polymer system, and dependent upon silica

mass fraction.

9.3

Mechanisms for Hazing

So how may we interpret these ‘dark regions’ in figures 9.3 to 9.87 The most obvious
solution, in terms of our silica structure model is to regard these dark regions as large air
voids. This is consistent with the fact that the more robust silicas seem to form more of
these ‘voids’ than for example, the AFS, as we see from figure 9.3 and figure 9.8. Thus

we may identify two regimes, with AFS and possibly SPS forming a structure similar to

176



Chapter 9 9.3: Mechanisms for Hazing

figure 9.10(a) and other precipitated silicas behaving as shown in (b).

However, in chapter 8 we argued that FPS showed signs of both structural collapse, and
increased surface silica fraction at high Tn—sél Adopting this idea for the other precipitated
silicas, as they behave similarly in ESEM work, we suggested that some form of partial
collapse best explained our behaviour. Here we seek to determine whether this idea of
partial collapse is valid. The crucial point is that without any collapse, there must be a
high volume fraction of air voids at %%L ~ 2, which should be possible to detect. The
absence of these air voids will show that partial collapse, a mix of the behaviours of figures
9.10(a) and (b) provides the best explanation.

One possible way to test for air voids might be the film thickness, which would increase
in the case of a non-collapsing silica structure, but remain fixed around the Tn—sélzl value
for a collapsing structure. However the thickness is influenced by viscosity [122], which
is itself dependent on silica type and concentration. Film thickness will not be a good

measure of any void formation.

Freeze-fracture ESEM

We begin this investigation with freeze-fracture ESEM. For freeze fracture ESEM, we base
our approach on that which Sutanto et al. [127] developed for conventional SEM. This
technique allows ESEM to access the bulk of the material, by cleaving the dried film to
reveal the interior. Here we use a film which was dried overnight, in ambient conditions.
This film was then dipped in liquid nitrogen, to render it sufficiently brittle to cleave easily.
The samples were laid down on a glass coverslip, which was fractured during to cleave the
film.

Having fractured the film, we placed it edge-up in the ESEM, to reveal the interior.
We hoped to image a vertical section through the film, which would reveal a structure
similar to that in figure 9.10(b). We used coarse precipitated silica, with T4=0.72, as
this silica was known to produce large amounts of ‘dark regions’ (figure 9.8).

As the images in figures 9.11 and 9.12 show, there is little evidence for these ‘dark
regions’ from freeze-fracture ESEM. Air voids on the scale of 20 ym and above would have

been easy to detect as the surface topography at the edge of the void would give a strong
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Figure 9.11: Freeze-fracture ESEM image film containing coarse precipitated silica
ms

—(@;’:0. 72. The structure is not what we would expect from figure 9.10(b). Bar=40um.

m

(a)

Figure 9.12: The same sample as figure 9.12, at higher magnification. Although (a) does
not show anything which resembles a void, the region marked as (h) in (b) may be inter-
preted as an air void. Bar=10um.
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(a) (h)

Figure 9.13: CLSM xy images of coarse precipitated silica ( Tn—sgl =0.72) labelled with both
rhodamine (a) and FITC (b). The FITC image shows some bright (silica) regions, which
are dark in the rhodamine image, especially around the region marked (h). Bars=40um.

secondary electron signal. A possible void is marked as (h) in figure 9.12(b), but there are

not enough of these structures to explain our 0.5 ‘dark pixel’ volume fraction of figure 9.9.

Dual labelling in confocal microscopy

To further investigate these ‘voids’, we used the confocal microscope. By labelling a sample
with both FITC and rhodamine, it was possible to see if the ‘dark regions’ in a rhodamine
image were in fact silica particles. We labelled a sample with FITC as described in chapter
8 page 136. Rhodamine was then added to the formulation in aqueous solution. We used
2cm? of a solution of 0.1% rhodamine by mass in the 50 cm?® sample.

We prepared a sample of coarse precipitated silica, %—3520.72, for comparison with the
freeze-fracture ESEM work. Two zy images produced from this work are shown in figure
9.13, with rhodamine (a) and FITC (b) labelling. Some of the ‘dark regions’ in figure
9.13(a) are in fact revealed to be silica particles in (b), particularly around the region
marked (h). So at least a proportion of these ‘dark regions’ are silica.

There is a considerable amount of ‘cross-talk’ between the rhodamine and FITC signals.
Although the dyes were excited at different wavelengths (533nm and 488nm) for rhodamine

and FITC respectively, the 488nm excitation appears to produce some rhodamine signal,
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Figure 9.1: Mean pizel brightness as a function of depth for inverted (red line) and
non-inverted (orange line) films. Since both plots show the same trends, the decrease in
brightness must be an artifact of the confocal microscope, rather than an intrinsic property
of the sample.

by comparison with earlier FITC images (chapter 8, section 8.3). This is not surprising, as
the emission and absorption spectra of these dyes extend across a considerable wavelength

range [14].

Sample inversion

Another test for the occurrence of voids was to invert some samples in the confocal micro-
scope. These were prepared with a glass coverslip as a substrate. Imaging was then through
the coverslip, so the ‘top’ surface for the confocal microscope was the film-substrate inter-
face. We used samples prepared with rhodamine as described above.

The results were analysed by determining the mean pixel brightness as a function of
depth. As we noted above and in chapter 6 section 6.4, after an initial rise to the top
surface of the film, the mean pixel brightness decreased with increased penetration into

the film, which we associated with the ‘dark regions’.

The mean brightness of images of films with coarse precipitated silica (72£=0.72) is
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shown as a function of depth in figure 9.14. While not identical, we see that the signal
produced from inverted and non-inverted samples show the same trends.

These dark regions then, are simply artifacts of the confocal microscope. We interpret
them as ‘shadowing’ by large silica particles. These silica particles will not in general have
all their pores filled by the latex, as a fair proportion are significantly less than 80nm,
the latex diameter, recall (chapter 3 table 3.2) that the mean pore diameter for coarse
precipitated silica was 42nm. So the space occupied by these silica particles is assumed
to be a combination of silica with the a significant fraction of pores filled with air. Light
passing through such a particle will encounter a number of interfaces and changes in
refractive index, so we expect light scattering to be very strong in the locality of these
large particles. This strong scattering will clearly reduce the transparency and increase
the haze in the film. We return to the property of haze in our analysis of reflection mode
CLSM, but note that this investigation supports our idea of partial collapse in the case of
the precipitated silicas.

If the silica structure structure did not undergo collapse at all (figure 9.10(5)) then
we would have seen a very different structure with the freeze-fracture ESEM, with many
more air voids. In the absence of a high volume fraction of these air voids, we conclude
that the silica structure must collapse, in agreement with our arguments in chapter 8 page
167.

Returning to figure 9.2 we can now understand haze behaviour rather better. All
silicas show increasing haze with silica mass, as adding more silica of any type adds to the
number of interfaces within the film which promote light scattering. Now mass appears
to be more important than bulk volume here, for if we look at low values of silica by mass
(< 5%), we see than all silicas excepting the silica gel lie roughly on the same line, despite
their very different densities (and hence bulk volumes, table 3.1).

However there seems to be a second factor at work here, as the difference between
silica gel, CPS, UPS and SPS, for silica mass fraction 2 7% shows. We know from our
confocal work that in shadowing terms, CPS and UPS exceed SPS, for a given mass
fraction of silica. This shadowing presumably contributes to the haze, which is why we see
a different behaviour, particularly at high silica loadings. We return to this argument in

the conclusion to this chapter. For now we note that we have identified two factors which
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influence the haze: silica mass fraction and the degree of shadowing.

9.4

Reflection

We now turn to reflection, the defining property of matt water-based lacquers. Here
we seek to relate it to the silica and our structure model. We draw heavily on AFM
measurements of surface roughness (chapter 8, section 8.4) as this is closely linked to

reflection.

Experimental

A typical experimental set-up for determining specular reflection is shown in figure 9.15.
The light source is white on the Byk-Gardner gloss meter used [128]. We see from the
figure that in the case of clear, transparent lacquers, the reflection from the film-substrate
interface may contribute to our signal. We know that this is the case, as different substrates
consistently give varying results.

Ideally we would like to use a matt black substrate, which would have a negligible
reflection. However this has its own drawbacks. Matt black surfaces are (unsurprisingly)
very rough and porous. So even without any silica in the film, we end up with a roughened
surface and decreased reflection. Here we use placquettes [129]. These are sheet aluminium
with a matt coating, which has been sealed to limit porosity. To further seal the substrate,
we used a film of silica-free lacquer with a wet depth of 100 ym. In this way, the substrate
did not contribute significantly to the reflection, nor did it effect the surface of the film.

We then laid the film to be measured on top of this layer.

Film Formation

Using our reflection technique, we can follow film formation. Unlike the ESEM work,

we can work in ambient temperature and humidity. Not only does this result in properly
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Figure 9.15: A typical experimental set-up for determining the spectral reflectance. It is
clear that, if the lengthscale of the film is small compared to the detector, then we can have
an additional signal from the film-substrate interface in the case of clear lacquers.

formed films (recall that in chapter 7 film formation ceased at stage IT*), but the conditions
are relatively stable. So successive experiments may be compared with one another. The
film formation was carried out at a temperature of 26°C and a relative humidity of 40%.
We used a white light source and an incident angle of 60°, measured on a Byk Gardner
gloss meter [128]. The films were laid down with a bar coater as described above, on the
aluminium placquettes with a wet depth of 100 pm.

We then measured the specularly reflected light as a function of time from the moment
at which the film was laid down. The results for various silicas are given in figure 9.16.
Typically we see a 2 minute period when the surface is smooth, corresponding to high
reflection. Here the lacquer is still in stage I of film formation. After volume reduction
following water removal silica begins to perturb the surface, which continues until the
majority of water has evaporated, which in this case corresponds to a transparent film of
stage III. Since volume reduction is now complete the reflection is constant over time.

We see that without any silica, our reflection actually increases during film formation.
Initially, when the latex spheres are in an aqueous suspension, there is a large polymer-
water interface, resulting in a large degree of light scattering and absorption. Removing the
water produces a more transparent film, so a residual contribution from the film-substrate
interface can boost the reflection. AFS (figure 9.16 (a)) also shows a small increase in
reflection at longer times, presumably for the same reason.

There is another possible reason for this slight hump in the AFS system (figure 9.16

(a)). The structural collapse in AFS may have an associated time lag, during which
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Figure 9.16: Reflectance as a function of time, during film-formation. A variety of silica
concentrations (“25L) are used for AFS (a), fine (b), soft and unsieved (c) and coarse

precipitated silica (d).

The wet film is shiny, as expected. Reflectance reduces as silica

perturbs the surface, higher =i causes a more rapid loss of reflection. (Incident angle =

60°).

mo
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Figure 9.17: Reflectance as a function of 72 (a) and per cent silica by mass added to the
formulation (b). It is clear that plotting reflection as a function of silica mass produces
a similar behaviour for silicas. Error bars are the standard deviation. (Incident angle =

60°).

surface forces act to flatten the surface of the film. This flattening would tend to increase

the reflection, resulting in the ‘hump’.

We have varied the the silica concentration in each case. From our interpretation of
drying in chapter 7 page 122, we expect that with a higher silica concentration, less volume

reduction is needed for the surface to become rough due to the silica network. For example,

if Tr%l =1, we have a network when all the water has evaporated and volume reduction is
largely complete. By contrast, for Tn—%l ~3, since the solids fraction Cy, = 0.35 the silica
should form a network in the wet lacquer. Here we have again assumed that the density
of the water and the latex are equal (see appendix, page 217). With a silica network in

the wet lacquer, we would expect an instant reduction in reflection without the need for

any volume loss from water evaporation. This we see for 7#£=2.8 in figure 9.16(a). This
0

trend holds for all the silicas, in that at high Tn—s(?, the time taken before there is some loss

Ms4l

of reflection is reduced. Data points denoted by squares (B) correspond to moderate ml,

triangles pointing down (V) to low T4 and triangles pointing up (A) to high il The

final values of reflectance here correlate well with those in figure 9.17(a).
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Reflection and surface roughness

Here the samples were dried in ambient conditions. We plot our reflection measurements as
a function of T2t (figure 9.17(a)) and the per cent mass of silica added to the formulation
(figure 9.17(b)). The angle to the normal was again 60°. It is clear from these plots
that although adding more silica causes a decrease in reflection, the absolute reflection is
dominated by the silica mass. All silicas produce a fairly similar behaviour as a function

of silica mass fraction.

This is not what we would expect, since our model predicts a marked increase in
surface roughness at Tn—sgl ~ 1, which would be expected to lead to a decrease in reflection
around this value (figure 9.10). This rapid reduction in reflection is in fact seen at the
critical pigment volume fraction (CPVC) for pigmented lacquers [48]. Indeed our AFM
measurements showed that at 'ZL—%’ 2 1, the more robust coarse and unsieved precipitated
silica exhibited much greater surface roughness. How do we reconcile these reflection

measurements with AFM work and the predictions of our model?

In fact, a close look at figure 9.17(a) shows that CPS has reflection dropping sharply to

Tn—sél ~ 0.7 (the percolation threshold). For higher values of ms;l the reflection is constant

m
and small. Similarly, unsieved precipitated silica has reflection falling quickly to Tn—sél ~ 1,
after which the decline is slower. So as in AFM, these two silicas behave as we would

expect if they form a roughened surface around the critical mass. Further decline in the

UPS case is not unreasonable. Recall that ESEM work shows the surface becoming more

Msil
mo

silica-rich at higher (chapter 8, section 8.5).

If we plot the AFM surface roughness measurements as a function of silica mass, we
see that only the soft, coarse and unsieved precipitate have a mass per cent of 2> 7% (figure
9.18(a)). We also note that there is a trend for a large percentage of silica by mass to
produce a high degree of surface roughness.

Crucially, CPS and UPS have a high bulk density (table 3.1), but they also have a
number of larger aggregate particles as we saw from the AFM and ESEM work, boosting
surface roughness (figure 8.15). So we see that an increase in aggregate particle size (and

bulk density) will result in a mass-dependence in the surface roughness plot in figure

9.18(a).
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Figure 9.18: AFM measurements of R, as a function of silica mass per cent (a) and reflec-
tion (b). (a) shows a continuous increase in R, with mass %, excluding soft precipitated
silica. In (b) we see that low reflection need not require large surface roughness.

By plotting the R, results against reflection, the mass-dependence of reflection and
R, is reproduced (figure 9.18(b)). We see that there there is a broad hyperbolic trend,
as shown by the black line. In particular, high R, values are always accompanied by
low reflectance. At this point we note that these high R, values are of the order of the
wavelength of light. It seems reasonable that if R, ~ Ajjgp: then we would expect some

considerable decrease in reflection.

This hyperbolic trend must however be treated with caution. It is consistent with
our ideas that at very high surface roughness, we expect essentially no reflection, and
at low roughness we expect high reflection. However we can see from the plot that a
significant number of data points lie well away from the fitted line, but we have already
noted in chapter 8, section 8.4 that our AFM results come from a statistically small sample.
Although this data does not exactly agree with Franklin’s finding of a linear dependence
between reflection and R,, the trend is in the same direction, and presents a unifying

relation for all silicas [17].
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(a) (b)
(c) (d)

Figure 9.19: Reflection mode CLSM images with a non oil-immersion lens. (a) zy, (c)
zz, CPS T2l =0.72; (b) zy, (d) zz, AFS, 75 =0.93. The reduction in intensity from the
coarse precipitated silica surface image is clear compared to the AFS sample. Blue lines
in xz images show xy location, red lines in xry vice versa. Bars=50um.

9.5

Reflection Mode CLSM

We can unite the optical properties with our microscopy techniques by using the CLSM
in reflection mode. Here, instead of light emitted by a fluorescent dye, we investigate
light that is simply reflected. Rather than mapping the distribution of the fluorophore,
the source of contrast is refractive index variation. In practice this is straightforward to
implement, as we simply remove the filter which discriminates against reflected light. We
avoid fluorescent signals by using a laser source of a significantly different wavelength to

the fluorescent absorption of the dye.

To begin with, we investigated the film-air interface. Since we wanted the surface re-

flection in air, we did not use an immersion oil, so a suitable Zeiss LD achroplan 32x lens
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was chosen. This lens has a lower axial resolution than the usual Zeiss 63x Planapochro-
mat. We used a 633nm HeNe laser source to avoid any fluorescent signal which might have
been contributed at an excitation wavelength below ~540nm, as the sample was labelled
with rhodamine to enable dual-mode imaging.

Figure 9.19 shows reflection mode images, for coarse precipitated silica ((a) and (c),
T2=0.72) and AFS ((b) and (d), 724=0.94). The reduced axial resolution is apparent
in the streaking of figures 9.19(c) and (d). On scanning in the z direction, the lacquer-air
interface forms a plane of maximum brightness. This one plane produces the bulk of the
reflection, and is smeared out due to the poor axial resolution. So reflection is strongest
around the surface, as we expected from our work above.

Recall that coarse precipitated silica has around 10.0% silica by mass for '7%’:0.72,
around five times that of the AFS (table 3.1). Now this suggests that we may expect to
interpret the dark regions in figures 9.19(a) and (b) as silica. The lengthscale is appro-
priate in each case, and we know from AFM work and the silica structure model that the
key differences between these samples are the mass of silica added and increased surface
roughness in the CPS case.

So if these dark regions of silica reduce the normally reflected light, then we can
understand why the reflection is related to R,. Although close inspection of figure 9.19(b)
suggests that silica is present throughout the surface, in accord with the silica structure
model, the AFS is much more strongly reflecting than the CPS. Clearly the rougher CPS
surface would be expected to produce more of these dark areas, where the (normally)
incident light is reflected away the normal.

Since we know from our AFM work that the CPS surface is much more rough, the
darker regions in figure 9.19(a) are taken to be the sloping sides of silica particles, which
reduce the specular reflection. This idea is further supported by the fact that within each
dark (sloping) region is a bright feature which we interpret as the (flat) top surface of
the silica particle. So the AFS is simply flatter and consequently has a higher specular
reflection, although dark regions here also have bright reflecting central plateaux.

By using an oil immersion lens (a Zeiss Planapochromat 63%), we can do two things.
The RI mismatch at the film surface is reduced from around 1 : 1.45 to 1.515 : 1.45,

lowering the reflection at the surface. The second effect is the increase in £z image quality
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(b)

{c) {d)

Figure 9.20: CLSM images of AFS %%L:O.% using an oil-immersion lens. (a) (zy), (c)
(z2), reflection mode images , (b) (zy), (d) (xz) rhodamine fluorescent labelling. The zz
images in the same plane, although not at exactly the same height. The blue line which

indicates the location of the xzy planes is at the same height in each image. Red lines in
zy images show xz location. Bars=20um.
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from the improved lens resolution and reduction in spherical aberration.

These two factors allow us to image sub-surface silica, it is related to RI mismatch
within the bulk of the film. For the reflection work, we again used the 633nm laser, but
with a rhodamine-labelled sample, we were also able to image the same area in fluorescence
mode in the usual way.

The subsurface silica is clearly seen in figure 9.20 (a) zy and (c) zz, for AFS Tn—s(';’:O.QéL
Comparison with the rhodamine image of the same region, figure 9.20 (b) zy and (d) zz, it
is clear that both silica and ‘dark regions’ such as that marked (h) cause strong reflection.
That the ‘dark regions’ and silica are indistinguishable in reflection mode further supports
the idea that they are simply silica with air-filled pores.

The zz image, figure 9.20(c) reveals some residual surface reflection. The rhodamine
xz image (d) shows a lower layer of film with a higher concentration of rhodamine giving
a stronger signal. For reflection CLSM work, we used a matt substrate with two layers of
silica-free lacquer, which produced a stronger rhodamine signal.

The CPS system (figure 9.21) interacts far more strongly with normally incident light.
In figures 9.21(a) and (¢) we reduced the CLSM detector gain enormously compared to
figure 9.20, but the large silica particles are still very bright. The bright regions of strong
reflection in figure 9.21(¢) correlate very well with the dark regions in (d).

We see that using an oil immersion lens removes the main source of reflection, the
surface. This subsurface behaviour we would expect to be related to the haze. Clearly the
CPS film which interacts more strongly with normally incident light will produce higher
haze than AFS, as previously noted.

9.6

Conclusions

Here we discuss the findings of this chapter, and how we may build an understanding of
the parameters which determine the optical properties.
Following film formation with reflected light shows that surface roughness forms grad-

ually during drying, following an initial period during which the surface remains strongly
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(bh)

(d)

Figure 9.21: CLSM images of coarse precipitated silica 2L =0.72 using an oil-immersion

lens. (a) (zy), (c) (z2), reflection mode images , (b) (zy), (d) (zz) rhodamine fluorescent
labelling. Blue lines in xz images show xy location, red lines in xy vice versa. Bars=20um.
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reflecting. This first stage (I-II) in film formation is dominated by the volume reduction
from water evaporation. At some point, the silica structure begins to perturb the surface.

The point at which this occurs depends on the volume occupied by the silica, as given by
%%L.

At high %%L, the greater volume occupied by the silica structure perturbs the surface
at earlier times, as less volume reduction driven by water evaporation is required. Along
with the gradual loss of reflection, this work correlates well with our volume-driven film
formation interpretation of chapter 7 (figure 7.7), where silica is gradually exposed during
film formation in stages I-IT*.

In the dried film, we find that both haze and reflection are related to silica mass rather
as well as volume as we have assumed in our structure model. We begin this discussion
by considering haze, before moving on to reflection.

Haze is regarded as a bulk property, dependent upon sources of light scattering within
the film, ie refractive index mismatch. Figure 9.2 showed that haze is a function of silica
mass (not bulk volume), although at higher loadings, different haze behaviour was seen
for silica gel, CPS, UPS and SPS. We now explain this different haze behaviour in terms
of porosity.

We have seen from reflection mode CLSM that coarse precipitated silica interacts with
normally incident light far more strongly than AFS. Of course, between the samples we
looked at, there is five times as much silica by mass in the film with the CPS. Much of
this extra mass of silica is found in larger, denser particles. The CPS pore diameter here
is below smaller than the latex (typically 42nm (table 3.2) chapter 3, table 3.2), so the
pores are assumed to be filled with air. This air-silica medium has a structure below the
lengthscale of light, so it may be regarded as having a single RI, which differs from that
of the surrounding polymer.

It is this difference in RI on a 10pm lengthscale which we believe is responsible for the
very strong interaction between CPS and incident light. This causes shadowing in CLSM
(‘dark regions’) and high haze. So the shadowing in CLSM need not be interpreted as
air voids on the 20 pm scale, as in figure 9.10(d). The silica gel particles are a similar
size to coarse precipitated silica particles, and the pores are even smaller at 19nm (table

3.2 in chapter 3). So it is reasonable to associate the high haze behaviour here with
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small, unfilled pores in relatively robust aggregate silica particles. Recall from chapter 2
section 2.3 that in silica gels the ultimate particles are more strongly bound. We also note
that unseived and calcined precipitated silica both had some large silica particles, which
were associated with dark regions and haze. In particular, no effect was seen from the
calcination, so we conclude that hazing is driven by physical properties rather than the
surface chemistry between the silica and polymer.

Contrast this haze behaviour with soft precipitated silica. Here there is less hazing and
none of the ‘dark regions’ in CLSM work. We have also seen from ESEM studies that SPS
particles tend to be rather small. This absence of large aggregate particles then reduces
the light scattering for soft precipitated silica, as incident light does not encounter such
large regions of refractive index mismatch.

Another reason to expect low haze behaviour with SPS is its low pore volume, just
0.1 cm3g~"! of which is inaccessible to the latex, only % of the other silicas. With SPS,
therefore, very little air is introduced and we see a corresponding drop in haze.

We have shown with AFM work (chapter 8, section 8.4) that the latex is highly de-
formed in our film formation conditions. So if the there is some pore penetration, then
smaller aggregate silica particles such as SPS, FPS and AFS would have relatively fewer
air-filled pores. This in turn would reduce the extent of the RI mismatch and therefore
the haze.

Finally we turn to reflection. We know that reflection is surface dominated through
reflection mode CLSM. This agrees with the fact that R, and reflection are inversely
related. This second point is the key to our model. Reflection decreases sharply up
to Teit ~ 0.7 for CPS, and also for UPS up to T2 ~ 1. This correlates with the
observation that these silicas have high R, values which increase sharply near the critical
mass. Moreover these silicas which have larger aggregate particles are also rather dense.
So by adding more silica by mass, we decrease the specular reflection as we will typically
add more larger particles which boost the surface roughness.

The smaller aggregate particle silicas, AFS and FPS have higher reflections for a given
Tn—sél. However while the R, is fairly constant for these silicas at all loadings, reflection
decreases with increased silica mass fraction. The denser SPS also with small aggregate

particles extends this mass dependence, as a greater mass of silica is added to the formu-
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o 1 Msil
lation for a given 7=

From reflection mode CLSM we associated low contrast with the sides of silica particles.
Although we have only looked at one mass of CPS and AFS in reflection mode CLSM, it
is reasonable to suppose that adding more silica would result in more dark sides of silica
particles, and hence loss of reflection.

This dependence of reflection upon silica mass fraction in AFS and FPS suggests
that R, should also vary as a function of silica mass for these silicas. However we have a
statistically small number of samples in our R, measurements, and the hyperbolic nature of
the reflection-R, relation would require very precise determination of R, in the AFS/FPS
mass fraction range of less than about 6% silica. As previously noted, at a higher mass
fraction SPS produced R, =~ 400nm and a corresponding loss in reflection in any case.

From this chapter we conclude that:

(1) Reflection and R, are inversely related.

(2) Reflection is a surface phenomenon, dependent on silica mass through surface rough-

ness introduced by larger, denser silica particles.
(3) Haze is a function of silica mass but is influenced by silica particle porosity.

(4) CPS and UPS have large silica particles which act as sources of scattering and light
shadowing in CLSM.

(5) Smaller aggregate silica particles reduce light scattering in AFS, FPS and particu-
larly SPS which may be related to pores being partially filled with deformed latex.

(6) Air voids on the lengthscale of silica particles are not significant, so the precipitated

silicas must undergo some form of partial structural collapse at high “sil.
0
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Chapter 10

Summary and Conclusions

The conclusions from this work fall broadly into two categories: our improved understand-
ing of matt water-based lacquers, and the developments in experimental and analytical
techniques we have made along the way. In this chapter we therefore summarise the main
results, beginning with developments in methodology. We also consider possible further

work, and sum up with a list of key conclusions.

10.1

Developments in methodology

This work has encompassed a range of microscopy techniques. Here we consider the
key developments made in applying the two principle techniques, ESEM and confocal

microscopy to matt water-based lacquers.

Beam damage in ESEM

The study of beam damage via radiolysis (chapter 5) gives some interesting results. Al-
though Kitching et al. [100] noted an increase in damage with high beam energy, it is
only now that the reason has become clear. The quantity of reactive species present in

a water sample increases dramatically at higher beam energies. We see a very non-linear
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dependence, as the volume in which the species are formed goes (in our approximation)
as the cube of the mean primary electron (PE) range. The PE range is itself a non-linear
function of beam energy, increasing with electron energy [106]. Given the second-order
annihilation reaction rates between reactive species, we have far higher annihilation at the
lower beam voltages where the shorter PE range leads to vastly higher concentrations of
reactive species. This annihilation between the reactive species reduces their potential to
damage the sample. In addition, at low beam energies, the species are produced in smaller
quantities.

Therefore we expect that reducing the beam voltage will drastically lessen the beam
damage, as more of the reactive species produced will annihilate with each other. This
correlates with our practical work, where we saw a significant drop in damage from 12keV
to 8keV beam energy and the work of Kitching [100].

Another key finding of this work was to identify the most significant free radical: -OH.
The hydroxyl radical is present in far greater quantities than other species, except the
relatively stable hydrogen peroxide. Hydrated samples which are especially sensitive to
-OH will suffer particularly high beam damage in ESEM.

The increased mobility from liquid water, rather than ice in cryo-SEM was harder
to quantify. However we see a significant broadening of the concentration profile from
self-diffusion when reactive species are confined to a small region, as is the case at lower
beam energies. At higher beam energies the reactive species are more spread out, so
the concentration gradient is rather small. Diffusion here is not tremendously important.
We therefore conclude that the increase in damage in the presence of water as found by
Kitching may be related to water as a source of small, highly mobile free radicals, similar

to Talmon’s [73] discussion for cryo-SEM.

In-situ film formation in ESEM

Previous work by Meredith et al. focussed on acquiring images of film formation [18] [19]
[68]. These workers found that latices could be hard to follow during film formation, as
the transition from stage I to stage III often presented little contrast in ESEM due to

the concurrent particle deformation and water evaporation of latex particles above the
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minimum film-forming temperature (MFT) [5]. The latex particles were either covered in
a layer of water (stage I) or had deformed to produce a layer of polymer too smooth to
produce enough contrast for the ESEM (stage III).

Although Meredith et al. were in fact able to image most stages of film formation
despite these difficulties, the small lengthscale necessitated by the latex diameter (< 0.5
pm) meant a high magnification. This resulted in significant beam damage, so to follow
the same area throughout film formation was very hard indeed.

By contrast, here we have followed film formation from the silica inclusions. These
aggregate silica particles are up to 10 pym in size, so we need only use 800X original
magnification, whereas Meredith et al. worked at 4-6000x. The 25 fold reduction in
electron density on the sample vastly reduced the beam damage, which in turn was critical
in enabling us to follow film formation.

From the work of Cameron et al. we have developed a modified optimised pump-
down. By lowering the sample temperature and adding a water source, the evaporation
during initial pumpdown was much reduced. This means we are confident that the images
produced correspond to in-situ film formation, rather than simply the evaporation of con-
densed water from a previously dried film. Unlike a purely latex system, the silica gives
sufficient contrast to follow film formation closely, despite the fact that the latex itself is
not accessible to ESEM.

We have developed image analysis for ESEM. Recall that ESEM images are hard
to treat systematically, due to fluctuating conditions. Our combination of gradient and
brightness thresholds is shown to work well. We can quantify surface (or near surface)
silica. The cluster counting algorithm allows further quantitative information to be ex-

tracted.

Confocal microscopy and image analysis

In confocal microscopy we have developed techniques for labelling the silica in matt lac-
quers. Using fluorescein iso-thiocyanate, only the silica is labelled, whereas rhodamine 6G
labels both silica and polymer, revealing further structure.

We adopted the methods of Conchello et al. [94] [95] [113] to reconstruct our images
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via the expectation maximisation algorithm. This significantly improved the resolution
and we were able to image the sub-micron silica structure throughout the bulk of the film.

These reconstructed images presented new challenges for our image analysis. Although
silica extraction via brightness threshold segmentation was straightforward, there was a
wealth of information to be tapped. The crucial development was to label and distinguish
clusters, working in 3D. We could then count and size clusters, and also investigate the

percolation behaviour of the system.

10.2

Matt lacquers

We now turn to the matt lacquer system. Here there are two phenomena which we have
investigated. The microscopic structure assumed by the silica, and how it correlates with
the model we proposed. The latex suspension is treated as a continuous medium, except
for some particular considerations. Secondly we have studied the optical properties which
distinguish matt lacquers. In particular we have looked at spectral reflection and light
scattering in the bulk of the film, and related them to the silica structure model. First we

consider the silica microsctructure.

Silica structure

The central assumption of the silica structure model is that the silica does not interact
strongly with the other components of the lacquer. From this assumption, we determined
a critical silica mass fraction of the lacquer formulation. At this mass fraction, the bulk
volume of the silica equalled the volume of film-formed lacquer (silica and polymer binder).
In other words, at the critical mass, the process from mixing the lacquer though to film
formation is equivalent to replacing the air between the silica particles with polymer.
Above the critical mass we have two possibilities. The silica structure can collapse or
may be robust enough enough to resist the compressive forces introduced through water

evaporation during film formation. In this second case we expect a sharp rise in surface
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roughness at the critical mass along with void formation.

There are some similarities between our approach and that of Asbeck and van Loo [48]
with their critical pigment volume concentration (CPVC). However they make no relation
between CPVC and the dry pigment powder. Instead CPVC is defined in terms of pigment
wetting by polymer binder. Our silica structure is not related to having sufficient binder
to fully wet the silica. We implicitly assume that there is enough polymer available. We
find no evidence of the large scale air voids implied by Asbeck and van Loo.

We imaged the silica structure in the bulk of the film using 3D confocal microscopy.
Our silica structure model assumed percolation, which was demonstrated by image analysis
of space-spanning clusters. This focussed on cluster counting and geometric properties of
the largest cluster in the image. These measurements support our model of randomly
distributed silica particles, which form a percolating network a little before a critical
mass corresponding to the self-supporting dry powder. A key exception here was (non-
agglomerated) fumed silica, which forms a spanning structure well below the critical mass.
This correlates with Kleinschmidt’s observation that in suspension, fumed silica reversibly
forms spanning networks at low concentrations [16].

CLSM image analysis gives us the silica packing fraction according to our model. The
packing fraction is the volume fraction of silica particles and internal pores at the critical
mass. It is around 0.15 for agglomerated fumed silica (AFS) and fine precipitated silica
(FPS), but rather higher at 0.19 for fumed silica and higher still for coarse precipitated
silica (CPS) at 0.32. The larger CPS particles must therefore pack more closely than the
smaller FPS ones, which correlates with the higher CPS bulk density.

CLSM shows structural collapse for AFS and also for FPS. When the bulk silica volume
exceeds that of the dried film, we see densification for these silicas, so the silica structure
collapses as the volume of the lacquer reduces during film formation.

This is backed up by ESEM. AFS shows no surface change beyond a silica loading of
around 1.5 times the critical mass, so additional silica simply collapses in the bulk. By
contrast, all precipitated silicas show a characteristic increase in silica surface fraction at
high silica volume fraction, suggesting some resistance to collapse. This is in keeping with

the more robust nature of precipitated silica. Interestingly the surface silica fraction has

Msil
mo

the same value for all precipitated silicas for a given regardless of their bulk density.
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This provides strong evidence that the silica structure depends upon the bulk volume
of silica added, as we have assumed. However, despite some resistance, there is at least
partial collapse for precipitated silica. Certainly FPS shows some densification at high
silica loading in CLSM and we present evidence for other precipitated silicas below.

AFM work contributes three further key pieces of information. The latex deforms
strongly during film formation, corresponding to stage III. This is consistent with a high-
quality film. Secondly, the silica is covered in these deformed latex particles, at all silica
loadings used. So strictly there is very little surface silica. Thirdly the surface roughness
parameter R, is not solely dependent upon silica volume fraction, although it does exhibit
a strong increase around the critical mass for UPS and CPS as expected. Above the
critical mass, the R, tends to band according to the size of the aggregate silica particles,
so for the smaller FPS and AFS no significant change is seen in R, at the critical mass.
AFS collapses in any case, so no change in R, is expected.

SPS exhibits gradually rising surface roughness at high silica loading. We interpret
this as a ‘piling up’ of silica within the bulk of the film. Although SPS is structurally weak
(so collapse is expected), its high bulk density is thought to reduce the freedom to pack
efficiently at high silica loading. These ‘piles’ of silica then protrude through the surface
of the film, and raise the surface roughness.

We understand ESEM results of in-situ film formation in terms of the silica structure
model. To extend the model to describe film formation, we interpret stages I to IT* or
IIT as volume reduction from water evaporation. The receding lacquer surface exposes
the tips of silica particles first, before revealing more and more as the film formation
progresses. The was determined using image analysis to count the silica particles and to
find the surface silica fraction as a function of time. However we note the limitations of
the ESEM operating temperature, as film formation did not proceed past stage II* during
our experiments.

The silica structure model predicts that for high silica loadings, only a small reduction
in lacquer volume from water evaporation is required before the silica perturbs the surface.
Since smaller quantities of water take less time to evaporate, we expect to see this time
dependence in reflection measurements. Reflection is sensitive to silica as it is inversely

related to surface roughness. The characteristic decrease in reflection that occurs when
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the silica structure first perturbs the surface during film formation happens at a shorter
time at higher silica loadings. This is simply because the smaller water volume required

evaporates more quickly.

Optical properties

The key aspect of clear matt lacquers is their optical behaviour. Low specular reflection is
crucial to a successful product. Previous work by Schneider [11] and Franklin [17] defined
matt lacquers in terms of their optical properties.

In clear matt lacquers, we have considered both reflection and the bulk light scattering
property haze. Both show a dependence on silica mass fraction. In the case of haze, silica
within the film acts as a source of light scattering, so a greater mass fraction of silica can
produce more scattering. The mass dependent behaviour was backed up when we found
through reflection mode CLSM that denser CPS interacted far more strongly with light
than did AFS in the bulk of the film.

Moreover Franklin’s suggestion that some small pores are not filled by latex particles
seems entirely reasonable. We find that silicas with smaller pores produce somewhat more
haze, for the same mass fraction, whereas in the absence of pores, SPS produces little
haze, for a given mass of silica added.

One possible extension of our silica structure model to high silica loading suggested
that a very robust silica structure might resist the capillary pressure of film formation, and
produce very large air voids on the lengthscale of the silica particles, similar to the CPVC
of Asbeck and van Loo [48]. This has been found not to be the case, from freeze-fracture
ESEM and dual-labelling CLSM. The dark regions in some CLSM images are merely
shadowing from large, dense, silica particles with pores filled with air. This absence of air
voids confirms that precipitated silica undergoes partial collapse during film formation,
although there is some resistance, which promotes surface roughness.

Reflection is dependent on silica mass fraction like haze. It is dominated by the inter-
face at the top of the lacquer, as we have shown with reflection mode CLSM. We find that
reflection is inversely related to R,, but unlike Franklin we do not find a negative linear

correlation. Now reflection is related to silica mass fraction through R,, which increases
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strongly at the critical mass for UPS and CPS. In reflection we see a sharp drop to the
critical mass before some levelling off once the very rough structure is formed above the
critical mass.

Increased surface roughness is expected to reduce reflection. What is more interesting
is the fact that these parameters depend on silica mass. However the larger, denser silica
particles of CPS and unseived precipitated silica (UPS) promote surface roughness and
correspond to a large mass of silica being added. Nonetheless this doesn’t fully explain why
we have a near universal behaviour for reflection as a function of mass for both fumed and
precipitated silica over a wide density range, and from silicas such as FPS from which large
dense particles are absent. For example for AFS and FPS reflection decreased with silica
mass even when no change in R, was found with AFM. This may be due to insufficient
data, or possibly an effect of more silica-polymer interfaces in the film, at higher silica
loading. These could act to reduce the reflection through more light absorption, as we

know from reflection mode CLSM that some reflection occurs below the surface.

10.3

Future work

Although we have extracted much of what our techniques have to offer on this system,
there are still some questions. The mass-dependence of reflection still seems a little curious.
The obvious way to investigate this more fully is more reflection mode CLSM. More AFM
work to improve the R, statistics would also help us to pin down whether reflection varies
for an apparently constant R,, particularly for AFS and FPS.

More samples would enable a more accurate determination of percolation thresholds,
and how closely these correspond to the critical mass. This would also tell us how steep
the increase in surface roughness in the case of CPS and UPS around the critical mass is.

CLSM could also be used to image film formation in-situ in ambient conditions. Our
attempts at this were confounded by the low axial resolution encountered when an oil
immersion lens is not used. However we have already inverted a dry sample. It is not

beyond the bound of possibility to image an inverted sample in stage I-II, laid on a

203



Chapter 10 10.3: Future work

coverslip. Although inverted, this technique would allow in-situ imaging during drying.
We could also use reflection-mode CLSM to image in-situ film formation, which would
also be sensitive to water content, as the aqueous latex has a great deal of RI mismatch.

Given our extensive image analysis techniques, it should be possible to track the loca-
tion of individual particles during drying, where we could determine whether drying is, as
assumed, essentially a vertical contraction in the majority of the film.

One key aspect of a silica structure which we have not considered is the effect on film
porosity. Asbeck and van Loo [48] note a significant increase in porosity at their critical
pigment volume concentration, which is associated with the formation of small air voids.

Clearly our silica structure may well affect the porosity.
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10.4

Conclusions

We now present our key conclusions for technique development:

(1) ESEM can follow in-situ film formation of a specific region.

(2) Beam damage of hydrated specimens in ESEM is very strongly dependent on beam

energy, increasing at high beam energies.
(8) The dominant reactive species in water samples is -OH, the hydroxyl radical.
(4) Diffusion is more significant at lower beam energies.

(5) We can separate silica from the polymer/water matrix for both ESEM and CLSM

images.

(6) CLSM images of matt lacquers are highly accessible to reconstruction of the specimen

function via deconvolution.

(7) Percolation phenomena can be accessed via CLSM image analysis.
Matt water-based lacquers:

(1) Silica forms a structure in dried lacquer similar to that in the absence of polymer,

at a certain critical mass.
(2) The silica structure percolates as expected, close to (but before) the critical mass.
(8) The packing fraction is related to the silica density.

(4) All precipitated silicas have a unique surface silica fraction as a function of bulk

volume of silica added.

(5) AFS collapses totally at high silica loading.

205



Chapter 10 10.4: Conclusions

(6) UPS and CPS structures undergo partial collapse, but these more robust covalently

bound particles produce a sharp increase in surface roughness at the critical mass.

(7) FPS behaves similarly to UPS/CPS although there is no surface the roughness in-

crease at the critical mass.

(8) SPS ‘piles up’ above the critical mass, so surface roughness increases relatively grad-

ually.

(9) The film surface is largely covered in deformed latex particles, including the silica

regions.
(10) Haze is characterised by the silica mass fraction.
(11) Light scattering is accentuated by large silica particles with air-filled pores.
(12) Reflection is inversely related to surface roughness.

(18) Both reflection and surface roughness are related to silica mass fraction through the

presence of large, dense silica particles in CPS and UPS.

(14) The silica behaviour is dominated by the physical properties: despite similar surface

chemistry, AFS and calcined precipitated silica still behave very differently.
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Appendices Appendices
Component Function % by weight in  Supplier
formulation
Glascol C47 Latex Binder 71.4 (1)
Water 16.8
Tegofoamex 1488 Defoamer 0.1 (2)
Degussa TS100* Matting Agent variable (3)
Dowanol PnB Coalescing aid 3.81 (4)
Dowanol DPnB Coalescing aid 1.90 (4)
Tegofoamex 1488 Defoamer 0.05 (3)
Troysol LAC Anti Cratering Agent 0.5 (5)
Glaswax E1 Surface enhancer 2.14 (1)
(6)

Henkel DSX 1514  Rheology Modifier 0.8

Table 10.1: Formulation Recipe. The components are added in the order and amounts

shown. * the silica is varied between samples.

Appendices

List of Suppliers

(1):

Allied Colloids Ltd, PO Box 38, Low Moor, Bradford, west York-
shire, BD12 0JZ
Telephone: (+44) (0)1274 417000

Tego Chemie Service, A division of Th Golschmidt Ltd, Chippenham
Drive, Kinston, Milton Keynes, Bucks, MK10 OAE.
Telephone (+44) (0)1908 582250

Degussa A.G., Postfach 1345, D-6450 Hanua I, Germany.

Dow Chemical Company Ltd, Lakeside House, Uxbridge, Middlesex,
UBI11 1BE

Troy Chemical Co, 3rd floor Adelphi Mill, Grimshaw Lane, Bolling-
ton, Macclesfield

Henkel Performance Chemicals, Nopco House, Kirkstall Road, Leeds,
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Component Supplier  CUhemical nature opeciiic Gravity gecm 3
Glascol C47 (1) PBMA 80nm latex [52] 1.04 [59]
Water 1.0
Tegofoamex 1488 (2) dimethicone copolyol emulsion [130] 0.1 [116]
Degussa T'S100* (3) Measured
Dowanol PnB (4) 3-Butoxypropan-2-0l[130] 0.9 [117)
Dowanol DPnB (4) Dipropyleneglycol n-butyl ether [130] 0.922 [118]
Troysol LAC (5) 28% propylene glycol [130] 1.04-1.07 [119]
Glaswax E1 (1) polyethylene wax [120] 0.995 [120]
(6)

Henkel DSX 1514

23% 2(2-Butoxyethoxy))ethoxy ethanol [121] 1.068 [121]

and fumed silica (Where we quote

Table 10.2: Silicas used in this work. Characteristic primary ﬁ%ﬁ‘ticle size is determined from ESEM

work cg ;%‘&t 8 ]§a§ﬁl eresipt FIER gel from light scattering

typica
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Appendices

Appendices

Parameter FITC Setting Rhodamine
Laser Argon ion 15mW HeNe 0.5mW
Power 0.25 x 2.5% 10 %

Fluorescent filter
Lens

Pixel size zy

Pixel size z

Detector gain
Amplitude offset
Amplitude gain

Scan time (per pixel)

505-560nm band pass
Zeiss Planapochromat 63 x
0.07 pm

0.35 pm

935-940

set such that a few pixels of value

1.0
22.8 us

560nm low pass

Zeiss Planapochromat 63x
0.28 pm

0.7 pm

700-800

were present in each image
1.0

22.8 us

Table 10.8: Ezperimental parameters for confocal microscopy of FITC and rhodamine
labelled film. These paramters are taken from a Ziess lsmb10 CLSM.
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